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FOREWORD

This report focuses on a review of the data bank developed with the Personnel
Distribution and Career Development (PDCD) work unit data base and the proposed
analytical strategy. It describes problems inherent in the data and recommends
techniques and strategies to overcome them.

This is the second of two reports completed with TCN 87-621 with Robert F.
Morrison as the contracting officer's technical representative. The TCN was conducted
within exploratory development (Program Element 0602233N, work unit number
1488WX4B529, Personnel Distribution and Career Development) under the sponsorship of
the Chief of Naval Research (ONR 222). This report is the fifteenth published within
PDCD and is intended for use in the PDCD work unit.

B. E. BACON JAMES S. McMICHAEL
Captain, U.S. Navy Technical Director
Commanding Officer
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SUMMARY

Problem

A large data bank has been developed by the Personnel Distribution and Career
Development (PnCTi) for the purpose of establishing empirically-based decision guides to
assist in the design and implementation of career policy and practice in the U.S. Navv.
Data banks of this magnitude often engender special methodological problems during
analysis.

Purpose

To recommend analytic strategies that consider not only the special methodological
problems that might arise in the analysis of the large data bank but also the need to
develop effective and practical models for explaining and forecasting continuance in the
Navv, occupational development, and upward mobility in the Navy.

Approach

Analytic strategies are recommended to test causal models for continuance, occupa-
tional development, and upward mobility. The strategies involve consideration of (I) the
types of analytic models that could be employed to conduct statistical analyses on the
data: (2) the conceptual and statistical requirements or assumptions for each analytic
nudel, with accompanying discussion of practical means by which assumotions might be

"reasonably satisfied"; (3) actual statistical estimation procedures: and (IL) likel\
specification errors, which refer to problems in estimation and attempts to fit models
that occur often in practice.

Emphasis is placed on practical models and designs that provide straightforward
means for testing causal models. However, more sophisticated statistical strategies are
reviewed in the latter part of the report. such strategies may be useful for analyses
designed for more scientifically oriented audiences.
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INTROT)UCTION

The objective of this second of two reports is to recommend analytic strategies to
test causal models for three key career outcome variables, namely continuance within the
Navy, occupational development, and upward mobility within the Navy. This report
augments the first report (Report 1), which reviewed the data bank developed by the
Personnel Distribution and Career T)evelopment (P)Cr) work unit in the conduct of
research designed to assist in the design and implementation of career policy and practice
in the Navy. The first report also considered basic concerns pertaining to analytic
strategies for testing career development models. The purpose of this report is to furnish
greater breadth and depth in regard to analytic strategies by considering (1) types of
analytic models that could be employed to conduct statistical analyses on the data: (2) the
conceptual and statistical requirements or assumptions for each analytic model, with
accompanying discussion of practical means by which assumptions might be "reasonably
satisfied"; (3) actual statistical estimation procedures; and (4) likely specification errors,
which refer to problems in estimation and attempts to fit models that occur often in
practice.

It is recognized that the PDCD work unit has already devoted considerable time and
effort to analytic concerns, including major scaling efforts on the 19R2 and l96 waves of
data and development of exploratory models for the outcome variables. It is also
recognized that the analytic strategies of paramount importance at the present time are
those that will provide the Navy with effective yet practical models for explaining and
forecasting continuance, occupational development, and upward mobility. Conseouentlv,
we will focus on observed or "manifest" variables designs and both analytic models and
statistical strategies that provide straightforward and practical means for testing causal
models. We iill addre-s the use of more sorhist;tated analytic models and statistical
strategies (e.g., latent variable models) at the conclusion of this report. It is hoped that
these discussions will oe useful for analyses designed for more scientificaily oriented
audiences.

This report is presented in four sections that correspond to the natural secuencing of
analyses (Skinner, lT9), plus a short summary. Section I addresses srpl, dev(eloDment.
We shall concentrate on potential problems with the use of developed scales in the
proposed confirmatory (casual) analyses. Section 1! pertains to analytic strategies that
may be used to test manifest variable causal models within subgroups defined by salient
moderators, such as community and career stage. Models, assumptions, statistical
techniques, and likely specification errors are considered. Section ITT is devoted to
analytic strategies for comparing the casual models developed in the Section II analyses
among two or more subgroups. These are moderator or homogeneity of regression
analyses, and models, assumptions, statistical techniques, and likely specification errors
are again considered. Section IV is devoted to brief discussions of more sophisticated
techniques, including latent variable confirmatory analysis, event-history analysis, and
logit analysis. Section V presents a brief summary of key recommendations for future
research.

It is noteworthy that this report is designed to present an overview of analytic
strategies, with special emphasis on assumptions and potential specification errors. We
relied heavily on the published literature from various statistical areas. However, we will
be happy to extend and elaborate on special topics in this report, as reau,-td hv the
PDCrl work unit.



SECTION 1: SCALE DEVELOPMENT

The decision was made by the PDCD work unit to focus initial research efforts on
scales that are common to the two waves of data (i.e., the 1982 wave and the 19R6 wave).
Inspection of these (common) scales indicates that (1) internal consistency estimates of
reliabilities, based on coefficient alpha, tend to be greater than or equal to .75 even
though many of the scales (item composites) have only a few items (i.e., three to five
items), and (2) the items comprising a particular scale tend, hv rational examination, to he
assessing a common construct. While much potentially remains to be done regarding tests
of the psychometric properties of the data, generally moderate to high reliabilities and
scales that make rational sense are good starting points, especially for the practical
analyses of primary concern here.

We have one principle concern for these practical analyses. This concern derives
from the fact that a large number of manifest causal variables (scales) may be relevant to
a particular causal model and thus entered into a confirmatory analysis for that model. In
Report I, we noted that use of a potentially large number of manifest scales in a
confirmatory analysis increases the probability of multicollinearitv (Gordon, lq6q).
Products of multicollinearity include large standard errors for ordinary least-squares
(OLS) coefficients (regression weights), which spuriously detracts from findings of
significant relations, and instability in the OL estimates themselves (cf. 7ohnston, l 9RO.
We recommended use of latent variable designs as a possible solution to the potential
multicollinearity problem. However, given the decision to proceed initially with manifest
variable designs, alternatives are needed. We suggest the following procedures.

I. Correlations among causal variables entering into a particular eouation for 0'-LS
analyses or an overall model for LISPEL analyses need to be examined. A "very high
correlation" (e.g., > .75) suggests the possibility of an ensuing multicollinearitv condition
in th regression/LSREL analysis.

2. Examination of bivariate correlations is often not sufficient to identify potential
muticollinearity conditions because no one bivariate correlation is very high. However,
one or more causal variables may be linearly dependent on some subset of the remaining
causal variables, which does create a multicollinearit- condition. Chec!:k f3- linear
dependence may be made by regressing each causal variable in a causal system (e.g.,
causal or structural equation) on the other causal variables in that system (i.e., each of K
causal variables is regressed on the remaining K-1 causal variables). If the squared
multiple correlation (i.e., R2 or SMC) for a particular variable is high, then this variable
may be linearly dependent on the other variables in the system and inclusion of this
variable in analyses may create a multicollinearitv condition. (Common factor analysis
programs often furnish the R 2s of interest here inasmuch as ROs--SMCs--are often used
as initial estimates of communalities.

3. Results of confirmatory analyses should he checked carefully for indications of
multicollinearitv, or "near multicol'inearitv" (1ohnston, 19R4, p. 245). Very large standard
errors for regression coefficients, estimated regression coefficients that change with
small changes in the data (e.g., random addition or deletion of a small number of cases, a
large 9 2 with few significant regression coefficients, and a pattern of bivariate
correlations are indicative of multicollinearity and near multicollinearitv problems.
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4. There exist numerous remedies to the (near) multicollinearitv problem (see
3oonston, 1984, pp. 250-259). The most direct and practical remedies are:

a. Delete some causal variables from a set of highly correlated causal
variables. For example, if one has three causal variables that intercorrelate .90, then
drop two of the variables.

b. Form a composite of highly correlated causal variables. This alternative
accomplishes some of the same objectives as a latent variable approach, given that the
manifest variables to be combined are measures of the same construct. We recommend
that only indicators of the same construct be combined. Theory, substantive content of
variables, bivariate correlations, and perhaps a factor analysis could be employed to
ascertain whether variables are measures of the same construct. We might also note that
we prefer this alternative to the deletion of variables, a key reason being that reliabilities
of the variables used in analyses are likely to be enhanced by forming composites.

c. UTse block-recursive forms of analyses (cf. Namboodiri, Carter, & P alock,
1975, pp. 526-530). Rlock recursive analysis is similar to regression analyses based on sets
of independent variables (cf. Cohen & Cohen, 19R3, Chapt. 4), and is often applied in
complex designs. Sets of theoretically related variables are identified and grouped into
blocks of variables (e.g., environmental, career counseling, motivation, affect, etc.). A
causal model is then constructed for, in this case, a single dependent or "endogenous"
variable (e..., career intent), but the causal mechanisms are represented hv blocks of
variables rather than by single variables. Analysis then proceeds by introducing one bloc,<
of variables at a time into an ("'Lr ecuation--that is, a hierarchical regression analysis
(see Cohen & Cohen, 19,3, Chapt. 4). For each block of variables, onv the change in the
T2 is interpreted (i.e., the degree to which introduction of this set of variables enhanced
prediction). No attempt is made to interpret the regression weights for individual
variables (within blocks) because of the likelihood of multicollinearitv.

In sum, we suggest the judicious use of alternative "b" (forming combinations) when
combinations of variables are clearly indicated, followed by the use of block recursive
models if multicollinearity still appears to be a problem, which is quite possible in
complex designs involving many causal variables. Later, in Section TV. we shall address
additional scaling issues. Of special concern is the use of latent variable models to
compare factor structures (measurement models) over subgrouns defined bv kev
moderator variables such as career stage and cohort.

SECTION II. ANALYTIC STRATEGIES FOR INITIAL
TESTS OF CAUSAL MORSELS

The general model of career development proposed by Morrison and Cook (19,5) and
reviewed in Report I suggests that it is unlikely that a single causal riodel will suffice to
explain all continuance decisions (or all decisions pertaining to either occupational
development or upward mobility). Rather, a series of moderators likely bound or limit the
generalizability of a particular causal model to an identifiable subset of the data (i.e., a
subgroup). Three potentially salient sources of moderation are: (I) community (SW',
AWO I TRL(G)) as well as subcommunities within communities (e.g., AWC' -P and A\'n-
NFO (2) career stage, which refers to key career choice points (M-lorrison, l9q3) and was
illustrated in terms of "social cohorts" (Morrison & Cook, 19R 5 ) in Report I (see n. 11),
and (3) generational differences, which refers to basic differences among the members of
different cohorts. Note that career stage refers to a form of seauential moderation
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wherein causal models for career decisions differ for the same individuals over time
(Ghiselli, 1956;; James, Joe, & Irons, 1992: James & Tetrick, 1984), whereas generational
differences refers to variations in causal models for different groups of individuals
defined by year of commissioning.

It is anticipated that the PDCD work unit will combine career development theory.
knowledge of Navy practices, and empirical data to define meaningful subgroups for
analyses. (If possible, please note our recommendation in Report I to avoid clustering by
empirical similarity using profile analytic techniques.) We devote Section II of this report
to analytic strategies for initial tests of causal models within the subgroups so defined bv
the PF)CD) unit. Section III addresses comparisons of models among subgroups--that is,
moderator analvses. Statistical recommendations are made in Section II that will prepare
the data and initial results for the moderator analyses proposed in Section 1II.

Analytic Models

We begin by brieflv reviewing the tvpes of manifest variable analytic models that
potentially could be applied to the Navy career development data to answer salient,
practical problems. As presented in 'eport 1, these analvtic models include:

I. Cross-sectional models (Figure la): The key to these models is that all data
were collected at anproximatelv the same time for a particular individual. An example is
a model devc!oped for the 192 wave (or the 19 A wave) data to explain career intent for
officers in the S'WC community who have been in the kavv for 18 to 30 months.

?. Longitudinal model (Figure 1b): As applied to this studv, a longitudinal model is
tvically one in which the data on causal variables are collected cross-sectionally by
questionnaire, but data on the key endogenous (criterion, dependent) variable is collected
at a later date. An obvious example is a combination of the cross-sectional model
illustrated above with data on continuance (retention) collected on a longitudinal basis.
Additional illustrations of this form of model are presented in Figures 2 and 3 of Report 1.

3. Nonlagged, cross-sectional time series (Figure Ic): As shown in 'igure 4 of
Report I and as discussed on pages 15 and 1( of that report, this form of analytic model
reqauires that repeated measurements by taken on multiple individuals at two or more
points in time and (a) all causal effects take place within specified time intervals and (b
there are no lagged causal effects from one time interval to the next time interval (cf.
Nerlove, 1971: Hannan & Young, 1977: Johnston, 1984). It is unlikely that this model will
receive much attention in the career development research because of the number of
hypothesized lagged effects in the Morrison and Cook (1985) career development model.

4. Lagged cross-sectional time series (Figure ld.): The lagged form of cross-
sectional time series is again based on repeated measures from multiple individuals over
time. Here, however, variables measured at one point in time (e.g., 1982) are causes of
variables measured at another point in time (e.g.. 19R8). When an endogenous variable
such as career intent is viewed as a cause of itself over time (see Figure Id and pages 15
and 17 in Report I), then the model takes the form of a "lagged endogenous variable,
cross-sectional time series" (cf. James & Singh, 1979: Johnston, 1984; Ostrom, 19750.
U nfortunatelv, with but two waves of measurement, the model is not a complete laggzed
endogenous variable, cross-sectional time series because a third wave of data is needed to
test kev hypotheses and to effect what are likely the most appropriate statistical
analyses. Nevertheless, it is expected that this analvtic model will be useful in the
practically oriented analyses of primary concern here. Consequentlv, we will devote



considerable attention to this model. Note also the opportunity to add longitudinally
measured endogenous variables (e.g., continuance (y4') to the design.

M91 WAV (rmiwgavi

YU --1

ire 1. Potential analytic models for confirmatory analyses.

In sum, wr ' ie four analytic models that, while not exhaustive of all possible
analytic ru.)dels, will be the key models used to test causal hypotheses within subgroups
defined by salient moderators. As noted, the nonlagged cross-sectional time series has* limited applicability and thus is not considered further in this section of the report. Each
of the three remaining analytic models could be employed to test salient hyrotheses foreach of the three criteria. Cross-sectional analyses could be conducted for the l9R'Iand/or the 1986 waves of data (within subgroups) for endogenous variables reoreserited iby"decisions" collected by means of questionnaires (see document entitled Outcome Vari-
ables: Career D~ecisions and Actions). l-ongitudinal analyses could be cond-ucted for the
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198? and/or 1986 waves for each of the three key endogenous variables because each such
variable has a longitudinal component (represented by "actions" in the document noted
above). Finally, the lagged cross-sectional time series design is aDplicable for individuals
who have both 19R2 and 1996 questionnaire data.

Conceptual and Statistical Requirements for Analytic Models

We shall focus here on general conditions that are required to subject a theoretical
model to confirmatory analysis, as discussed by James, Mulaik and Brett (1992), and on
general statistical assumptions required of manifest level confirmatory analyses, with
additional attention to specific assumptions required for longitudinal models and lagged
cross-sectional time series. Statistical assumptions that are associated with specific
estimation techniques are addressed later in discussions of these techniques.

The seven conditions pertaining to the appropriateness of theoretical models for
confirmatory analysis presented by lames et al. (1982) are reproduced in Figure 2. The
extensive theoretical development and modeling that preceded development of the
multiple questionnaires suggests reasonable satisfaction of Conditions I and 2 (cf.
Morrison & Cook, 1985). (My reasonable satisfaction, we refer to what is scientifically
acceptable even though imperfect.) Condition 1;--specification of boundaries--pertains
primarily to the moderator analyses (nonadditivity) that are the subject of the Section TIT
of this report. Condition 4--specification of causal direction--is, like Conditions I and 2,
already reasonably satisfied inasmuch as the career development models to he tested in
the initial analyses are "recursive" (i.e., all causal relations are unidirectional). Later, in
more scientifically oriented analyses, the PrICD work unit may wish to consider tests of
selected nonrecursive relations inasmuch as the Morrison and Cook (19R5) general model
of career development presumes a number of dynamic relations (see James & Jones 19R0:
.ames & Singh, 1978: lames & Tetrick, 1984 for illustrated uses of nonrecursive models in
psychology). Nonlinearities in some causal relations, an issue included in Condition 6,
might also be considered in these later analyses.

This leaves us with Conditions 3, 5, and 7 as pertinent to the case at hand. We begin
with Condition 7, which states that structural (causal) models should be stable. Stability
is indicated by invariance of values of structural parameters over soecified time intervals,
which technically is referred to as "stationarity." Appropriate lengths of time intervals
vary with variables and models, but the general idea is that a time interval should be of
sufficient length to allow for scientific inferences and generalizations. On the other
hand, there is no assumption that the model or structural parameters are set in concrete.
That is, change in the parameters is allowed over different time intervals, such as
different career sages. Indeed, stability of structural parameters across different time
intervals (career stages) is an empirically testable question if data are available.

Stationarity is testable using both the cross-sectional and longitudinal models.
Indeed, these will be salient concerns in the moderator tests discussed in Section II.
Stationarity of the lagged cross-sectional time series, or lagged CSTS, cannot be tested
until a third wave of data are collected.

A point related to both stability and Condition I (soecification of causal order) is that
the values on the variables in the structural equations should have reached a state of
apnroximate constancy before data were collected. This assumption is referred to as the
"equilibrium-type condition" (cf. Namboodiri et al., 197s) and is predicted on the logic
that confirmatory analysis is designed to ascertain if a hypothesized causal model(s) could
have generated a particular set of data. That is, the causal processes are assumed to have
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Condition I: Formal statement of theory in terms of a structural (causal) model.

Development of a structural model that specifies variables, causal con-
nections among variables, and functional relations and equations that
relate each effect to all of its relevant causes.

Condition 2: Theoretical rationale for causal hypotheses.

Use of theory to proposc how causes produce effects by introduction of
mediating mechanisms to help to explain nonobvious covariation among
variables causal connections among complex variables.

Condition 3: Specification of causal order.

Hypothesized order in which variables occur naturally in a causal model,
given an equilibrium-type condition for cross-sectional designs and speci-
fied causal intervals, stationaritv, and an equilibrium-type condition for
time series designs.

Condition 4: Specification of causal direction.

Hypothesized direction of causation for each causal connection in a
structural model. The direction may be asymmetric, denoting a recursive
causal relation, or reciprocal, denoting a nonrecursive causal relation.

.7ondition 5: Self-contained causal equations.

'The causal ecuation for each effect (endogenous variable) in a structural
model contains all the relevant causes of that effect, which is indicated
by lack of covariation between the explicitly measured causes in an
equation and the disturbance term of that equation.

Condition 6: Specification of boundaries.

Given linearity in parameters and variables, the causal equations are
additive within the populations (e.g., subjects and environments) to which
inferences are to be made.

Condition 7: Stability of structural model.

The values of structural (causal) parameters are invariant (stationarv)
over specified time intervals, and the values on variables representing
events are in an equilibrium-type condition.

Figure 2. Conditions pertaining to appropriateness of theoretical
models for confirmatory analysis. (Adopted from lames,
Mulaik, & Rrett, 1992, Figure 2.6, Dp. 56-57).

already taken place and their effects to have worked their way through the system so that
the system is in a state of temporary equilibrium. The confirmatory analyses designed to
determine if a model(s) has a good fit with the data is thus essentially inquiring whether
this model(s) could have generated these data. T o answer this question requires first that
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the causal processes have occurred and that the values on the variables have reached a
state of temporary constancy--an equilibrium-type condition.

Estimators of certain types of stability, such as test-retest reliability, rovide at
least indirect tests of the equilibrium-type condition (indirect because they require only a
correlational form of reliability). Most important, however, is the concern that
individuals should have been in the Navy and in their positions for a sufficient period of
time to be able to respond meaningfully to the questionnaires. Specifically, whatever
causal influence is indicated by a questionnaire item should have already occurred. It is
suggested that the PDCD work unit consider carefully whether all members of the data
set had been in position for sufficient periods of time for causal effects to have
stabilized. A final point in this regard is the use of the equilibrium-type condition to
establish a causal order in the cross-sectional and longitudinal designs. As discussed in
greater detail in James et al. (1982, pp. 51-54), length of causal intervals, or equilibrium
times, may be used to establish causal orders and to avoid the infinite regress implied by
many open system, dynamic models.

Otherwise, the specification of causal orders required by Condition 3 is largely
provided by theory (cf. Morrison & Cook, 1985). And, it is possible and legitimate to
propose several alternative causal orders a priori, conditional on having good theoretical
reasons for each alternative ordering, and to conduct tests to ascertain which one of the
orderings best fits the data (Rillings & Wroten, 197S; see James & Tetrick, 1984 for a-
example). In fact, proposing multiple, alternative, theoretically-based models for the
same set of data, and contrasting these a priori models in terms of fit with the data, is a
highly recommended approach to confirmatory analysis (cf. James et al., J98?, Chapt. 11.
On the other hand, one should not explore different causal orders with the same set of
data in order to find the causal order that has the best fit with the data (rluncan, 1979).
T his is never a legitimate exercise and, if attempted, one that is almost surely to be
heavily criticized. (A middle ground is changing causal orders as part of a specification
analysis. Such changes should be few and theoretically based. Of course, if theoretically
based then they might have been a priori, thereby perhaps obviating the need for a
srecification search.)

A final point regarding causal order pertains to the lagged CSTS, where ordering for
some aspects of the causal model are determined by time of measurement (i.e., 1982 or
1986). While use of CSTS reduces at least some possible ambiguities in causal ordering
(e.g., events in 1986 could not have caused events in 1992), there is a price to be Daid in
the use of CSTS, or with any form of time series or panel-type design. This price is the
requirement that the times of measurement (measurement intervals, such as the interval
between the 1982 and 19R6 waves of measurement) "must correspond closely to the true
causal intervals in a time-series design (Kenny, 1979)' (James et al., 1Q82, p. 37). It is
recommended, therefore, that the PI)CP work unit give special attention to a theoretical
justification for the causal interval for any lagged effect (e.g., a causal connection
between a 1982 variable and a 1986 variable). Moreover, the causal intervals will vary
among individuals in the longitudinal designs (e.g., all sample members took the
questionnaire in 1982, but those who did not continue in the Navy left at different times).
Length of time between questionnaire administration and continuance action should thus
be considered in terms of theoretical implications and perhaps treated as a variable.

The final condition, and perhaps the most salient one, is Condition 5, which requires
that causal equations be self-contained. Statistically, self-containment reouires that no
covariation occur between causal variables included explicatelv in a structural equation
and the (theoretical) disturbance terms of that equation (James, 1990: James et al., 19R;



Johnston, 1984). Note that this assumption is based on the theoretical disturbance in a
structural model and structural equations and not on the residual or error terms used to
estimate disturbances by statistical analyses. A less statistically oriented approach to
this assumption is to require that all relevant causes of an (or each) endogenous variable
are included in the structural equation for that endogenous variable (James et al., 19R2).
A relevant cause is a causal variable that (1) has at least a moderate, direct effect on the
endogenous variable (2) is stable, (3) is related to at least one other causal variable in the
structural equation, and (4) is not linearly dependent on the other causes in the causal
equati on.

The basic idea of self-containment, or its obverse, the unmeasured variables rroblem,
is that no key causal variable is left out of a causal equation. Rut, of course, tnis is
unavoidable because current scientific knowledge regarding most endogenous variables,
including career decisions and actions, is incomplete and thus all relevant causes cannot
be considered to be known. Reasonable satisfaction of the self-containment condition
requires attempts be made to include known relevant causes in structural equations
(James et al., 1992). A set of decision criteria for establishing reasonable satisfaction of
Condition 5 is presented in Jlames (19RO). Since these criteria are rather extensive, they
are not reproduced here. However, the James (1990) article is included as Appendix A,.

General Statistical Requirements for Confirmatory Analysis

The following overview of statistical requirements was obtained from many sources,
principal among these were Rentler and Chou (19R7), fluncan (1975), Hayduk (19R7), -eise
(1975), Johnston (1984), 3oreskog and Sorbom (1996), Kenny (1979), Long (1993a, 19g3b),
Namboodiri et al. (1975), and Ostrom (1978). Salient statistical requirements that must be
satisfied by all of the three analytic models (cross-sectional, longitudinal, lagped CSTS
are presented below. While lengthy, the list is not exhaustive of everv possible
requirement, and several important assumptions are addressed in the discussion of
estimation techniques. Moreover, we have not differentiated between assumptions
required for estimation of parameters and assumptions required only for interpretation of
parameters and statistical inference, the logic being that one usually wishes to interpret
what one has estimated.

The equation below is presented to assist in ti discussion of assumptions.

,y A - BX.- Bz Xz d M1

where Y is the endogenous variable, X 1 and X2 (Xj,j = 1,?) are causal variables, 9 and R-)
(ji = 1,2) are structural parameters for the Xj in raw-score or deviation-score form (if Y
and the X i are in standardized form, then the Rj would be path coefficients), A is the
intercept, and d is the disturbance.

1. Within subgroups defined by salient moderators, relations represented by the
structural parameters B1 and B2 are linear and additive. The issue of nonadditivity or

moderation (or interaction) is, as noted earlier, the subject of Section ITT, and thus this
issue is not discussed here. Linearity (in the variables) refers to the form of functional
relationship linking the endogenous variable to the causal variables. For example, a
simple bivariate relation is linear if it can be represented by a straight line having the
form Y = A + bX, plus error in stochastic models. Nonlinearity in the variables is often
addressed by polynomial regression equations (cf. Cohen & Cohen, 1993), where one or
more continuous causal variables is (are) raised to powers (typically squared) to represent
nonlinear functions such as U or inverted-U shaped relations in the bivariate case.
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2. If XI and/or X 2 is a continuous variable, then the scale of measurement is at
least interval. As noted by James et al., (1992), an essentially interval scale reasonably
satisfies this assumption (see Royle, 1970).

3. The causal variables are perfectly reliable (if variables, including Y are in
standardized form, then all variables in the model are assumed to be perfectly reliable).
James et al. (1982) suggest that "high" reliabilities reasonably satisfy this assumption, but
note the lack of consensus of a criterion for what constitutes "high." Nevertheless, the
generally high coefficient alphas for the majority of (questionnaire) variables included in
this study suggests that problems due to random measurement errors (e.g., attenuation)
are unlikely to be substantial. Use of latent variable models in future efforts should
reduce the problem even further.

4. The X variables are not linearly dependent. We have already discussed this issue
in regard to its role in multicollinearity.

5. The disturbances have a multivariate normal distribution, where each dis-
turbance has a mean of zero, and the variances of the disturbances are ectual. These are
standard assumptions for statistical techniques such as OL; (ordinary least souares), and
involve well known assumptions such as normal distributions of the Ys within arravs and
horn oscedasti ci ty.

6. X I and X2 are nonstochastic or fixed variables. Confirmatory analysis is often
based on an O1-1 (ordinary least squares) "fixed" regression model wherein the Y and d are
random variables and the Xj are fixed variables. This fixed variable regression model is
perhaps better suited to experimental designs where investigators determine discrete
values for each Xi and then randomly sample subjects into these values. Nevertheless,
popular texts such as Cohen and Cohen (1983) are based on the fixed variable regression
model and this model is often used to analyze data where at least some of the Xj are
dearly random variables.

Relaxing this assumption and allowing the Xj to be stochastic or random
variables is necessary given that many if not most of the causal variaoles in the career
development models are random variables. This is easily accomplished if one is willing to
assume that (a) conditional on each X (i.e., X I and X2 ), the disturbances are normally and
independently distributed with means equal to zero and variances eaual, and X I and X-
are unrelated to d, which is the self-containment condition discussed earlier in regard to
Condition 5. With these assumptions, the use of traditional OLS procedures will furnish
meaning estimators and significance tests, especially in large samples (see Cramer &
Appelbaum, 197,: Johnston, 19 4, Chapt. 7).

7. Absence of nonrandom measurement errors. A nonrandom measurement error is
a systematic source of basis that, if present, reduces the accuracy with which a manifest
variable represents an underlying construct or latent variable (Namboodiri et al., 1q75).
As reviewed in James et al. (1982, p. 58), nonrandom measurement errors involve (a)
aggregation and disaggregation biases, (b) ceiling and floor effects in measurement scales,
(c) classification errors resulting from poor scaling of manifest variables (e.g., reducinp a
reliable continuum to a dichotomy), (d) method variance resulting from the fact that two
or more manifest variables share a common measurement procedure and thus are
influenced by common response sets/response biases, and (e) serially correlated errors of
measurement that result from use of the same measurement scale(s) in two or more waves
of data collection.
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The career development data, like almost any set of field data collected in part
by questionnaires, is likely subject to several of these types of errors. Aggregation bias is
not a problem as long as individual level data are analyzed with individuals as the unit of
analysis. (Unit and/or macro level variables may be added to these analyses suing
techniques discussed by James, Demaree, and H-ater, 1980--see Appendix 9). Aggregation
of individual level data and analyses of such aggregate data should proceed only af-
careful consideration of issues pertaining to cross-level inference (see Pedhazur, 1982, .

526-547 for a brief and cogent review of the issues).

The investigators should already be aware of ceiling/floor effects and classifica-
tion errors that may exist in the data, given their prior scaling efforts. Thus, we proceed
to the question of method variance. Tests for method variance are often based on
application of confirmatory factor analysis (CFA) to various operationalizations of the
multitrait-multimethod matrix (cf. Widaman, 1985; schmitt & Stults, 198). Such tests.
however, require that each construct (latent variable) be measured by using at least two
different methods. Generally, this is not an option with the career development data.

A less desirable but applicable alternative often emploved by James and
colleagues (e.g., James & Jones, 90) is designed to test whether a pervasive method
factor has biased questionnaire data. To illustrate the use of this procedure, suppose we
have three constructs, labelled A, R, and C. All constructs are measured by the same
procedure (e.a., a questionnaire). Theory may suggest a high correlation between A and P.
Suppose a high correlation is obtained. Suppose further that a critic argues that this high
correlation is primarily a oroduct of method variance (i.e., a pervasive method factor
created a spurious correlation between A and F). A test of the critic's argument is
provided by introducing variable C, where (1) C is measured in the same manner as A and
R, (2) C is subject to the same response sets/styles as A and R (e.g., acquiescence). (3) C
has psychometric characteristics that are similar to A and B, and (4) C theoretically has
low relationships with A and R. Now, with these conditions, high correlations between '
and both A and R implies a pervasive method factor. However, low correlations between
C and both A and F suggests the absence of a pervasive method factor and thus the high
correlation between A and A cannot be totally spurious. Other levels of correlation
between C and both A and R suggest varying levels of partial spuriousness engendered by a
pervasive method factor.

The final concern in regard to nonrandom measurement errors is correlated
measurement errors. Such correlations can be easily checked in future analyses on the
CsTs models that employ latent variable designs (cf. Joreskog & Sorbom, 1996 and
Section IV).

Additional assurptions for cross-sectional time-series. In addition to the above,
use of (lagged) cross-sectional time series requires reasonable satisfaction of the
following assumptions. We present these assumptions using the lagged CST' model in
Figure 3 as a guide. In Figure 3, do and yo represent theoretical measurements that are
included to denote that the time t data cannot be analyzed by themselves without
creating a serious unmeasured variables problem. (Please note the implications of this
point for Figure ld.) Time t is analogous to the 1982 wave data, whereas Time t , I
represents the 1986 wave data. Time t = 2 refers to a future wave of data collection.
The structural equations for Figure 3 are (variables are assumed to be in deviation form):

y:.. = Y,,y': B -I X: t - B t2IX2t t dt (2)

1+ Bz2X2t-2 + dt .2
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Figure 3. An examDle of a lagged, cross-sectional, time-series model.

The equations state that y (e.g., continuance intention) is a function of v at a prior time
and contemporaneously assessed exogenous variables x I and x?. Note that no equation
exists for vt, which again is due to unavailability of yo.

The assumptions unique to this lagged CSTS are:

'. Times of measurement correspond to causal intervals, which has been discussed.

9. The model is stationary, which, based on prior discussion, would be indicated by
Rt = Pt +1, RIt + I = fIt = 2, and ?t + 1 = R2t + 2 in Equations 3 and 4.

10. Mlisturbances are nonautoregressive, which means that no covariation exists
between dt r I (Equation 2) and dt = 7 (Equation 3).

Without the time t + ? measurements, there is no way to test for stationaritv (a
test for stationarity has been provided by James & Tetrick, 19RtO. Moreover, given the
li<elihood of unmeasured causal variables, it is orobable that Assumption 10 above will be
violated (see James & Singh, 1975, Figure i. This is because lack of autocorrelation
between dt , I and dt . 2 (or between dt and dt + 1, see Rigure 3) presumes that the
disturbances are composed of random shocks (or is a white noise series--cf. Johnston,
1994, p. 371). If this is the case, then the structural parameters in Equation ?--the only
estimable equation given two waves of measurement--can be estimated directly with no
further ado.

However, consider now that unmeasured relevant causes reside in the dis-
turbance terms (cf. James, 1980), and it is these unmeasured relevant causes that are, in
part, responsible for the autocorrelation of the disturbances (the curved arrows between
the cfs in the model). Inasmuch as no field model is self-contained, it fonows that the
disturbances will be autocorrelated. Straightforward estimation is no longer possible.
Various complex forms of instrumental variables, generalized least squares, or maximum
likelihood (Johnston, 1994, Chapt. 9) are required. This is a moot point, however, because,
without a third wave of data, most of these complex forms of analyses cannot be
implemented. Consequently, the investigators will have to decide whether the key, known
relevant variables are included explicitly in their lagged CSTS equations having the form

12



of Equation 2. If this is believed to be the case, then they may proceed to estimate
parameters. These estimates will be both biased and inconsistent, and significance tests
will be more powerful than they should be (see Ostrom, 197R). Nevertheless, these
oroblems should not be of great magnitude, or at least of a sufficient magnitude to
preclude analyses.

Statistical Estimation Procedures

Most of the career development models involve continuous variables up to the point
of the final, endogenous action or outcome variable. The action or outcome variable may
be continuous, as in the case of the upward mobility measures, dichotomous, as in the case
of continuance, or nonordered and discrete (i.e., qualitative), which applies to occupa-
tional development. In the last case--the final analyses involving the occupational
development action variables--a multiple discriminant analysis (MDA) will likely be in
order. For the continuous upward mobility variable and the dichotomous continuance
variable, we suggest the use of OLS or, preferably, maximum likelihood (ML) analyses.
Later, in more sophisticated analyses, the dichotomous continuance variable can be
subjected to such things as event history analysis (cf. Allison, 1994) and/or logit analysis
(cf. -~r)" -*k Lev.'.s-3eck, 1986).

With the exception of the use of MDA to complete the analyses on occupational
development, the statistical estimation issue boils down to whether one is going to use
siigle equation estimation techniques (OLS) versus full-information estimation technicues
(LISREL).

To address this issue, consider the structural eauations for the cross-sectional model
Dresented in Pigure la (variables are in deviation form):

y. = b: x- " x x2 + d(

y2 = by x -3 d)

y= b) y y: " b) y Y2 + d(

A single equation estimator such as OLS could be used to estimate the structural
parameters in each of the three equations. The term "single equation estimator" denotes
that a seDarate OLS analysis is conducted for each equation and thus the estimating
process for one equation is independent of the estimating orocess for another eouation.
Consequently, specification errors that engender bias or inconsistency in one equation do
not spread over and affect the bias or consistency of estimates in another equation (unless
the second equation is subject to the same specification errors base don its own lack of
merits).

In contrast, a full-information estimator, such as the full-information ML procedures
used in LISREL (Joreskog & Sorbom, 1986), would estimate all the structural parameters
in Equations 4 through 6 simultaneously. While more efficient, the full-information
techniques suffer the problem that specification error in one equation can spread over and
affect estimates in a different equation (cf. MacCallum, 1986). On the other hand, a
salient benefit of full-information tcchniques is opportunity to test the overall fit of the
model to the data. In this regard, we strongly recommend reading of Wheaton (19R7).
Moreover, use of the full-information techniques in LISRIEL will assist substantially in
proceeding to the moderator analyses discussed in Section ITT.
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In sum, either OLS or LISREL may be used for estimation purposes. We recommend
LISREL, which generally means the use of full-information IML to analyze manifest
variable structural models. Checks may be made to compare the LISlRL estimates to
OL-S estimates. If the estimates differ, then a potential culprit is the spreading of
specification errors by the full-information technique. If this appears likely, then the OL'
estimates would be preferable.

The statistical assumptions recuired to employ OL.S; are as discussed, with one
addition. The addition is that each equation must be identified. Identification refers to
the question of whether sufficient information is available to obtain unique mathematical
estimates of structural parameters (cf. James et al., 1982). Recursive equations based on
manifest variables are generally identified and thus we will not pursue this issue here.

For full-information maximum likelihood (FIML'), one must assume that the Xs and Ys
are distributed multivariate normal. In addition, identification must be established for
each parameter (cf. Long, 1983b). The identification issue should again not be a problem.

There are many additional issues that will occur during statistical analyses. We
prefer to deal with these issues on an interactive basis with the investigators as they
arise. On the other hand, we do wish to reiterate several points raised in Report I that
are germane to estimation. These points are (I) use of hold-out samples for cross-
validation purposes (cf. Cudeck & Brown, 1983); (2) avoidance of the use of change scores:
(3) use of nonstandardized data in analyses, especially the lagged CSTS; and (4)
development of comparison and generalization samoles (see p. 2?, Report 1) for lagged
versus nonlagged analyses and for analyses based on selected samples (e.g., selection of
equal numbers of stayers and leavers).

Statistical Specification Errors

Section II is concluded with a listing of errors that occur often in practice during
estimation and model fitting (cf. g entler & Chou, 19F7; Rillings & Wroten, 197;. We
focus on issues that were not addressed in orior discussions of conditions for ca,'sal
modeling, statistical assumptions, and estimating techniques. We recommend gentler and
Chou (1987) for elaboration on points 4 through 7.

1. Sample sizes that are too small for stable statistical results. This concern may
arise in the career development study as a result of suhgrouoing, which is to say that one
or more of the subgroups defined by salient moderators is too small. While no clear-cut
criterion exists for defining "small" (there are many heuristics, however), our experience
suggests that attempts be made to keep sample sizes above 200.

2. Restriction of variance on the criterion. Low variance on a criterion (en-
dogenous variable), which is often associated with a skewed distribution, is associated
with problems in trying to predict/explain occurrences of the criterion, especially if data
are standardized (e.g., path analysis). This Droblem may be a result of naturally occurring
events, such as low base rates, or induced, such as restriction of range due to incidental
selection. Remedies include the use of correction equations, the use of unstandardized
data, and the use of samples selected to remove base-rate problems.

3. Presence of ourtliers in the data. Outliers may or may not affect various aspects
of analyses. An article by Stevens (1984) has a good review of procedures for detecting
outliers.
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4. Use of distribution free methods on small samples. Rentler and Chou (1987)
recommend that unweighted least squares (URL--a full-information method in LISPEL) be
used only when n > 200.

5. Failure to use multiple test and fit criteria to evaluate a causal model. It has
become apparent to many authors that a model should be subjected to multiple tests and
evaluated with multiple fit indices (see Wheaton, 197).

A. Use of significance tests on standardized data in LISREL. The chi-scuare
significance testing procedures are designed for unstandardized data only (gentler _k
Chou, 1987).

7. Failure of estimation procedure to converge in LISREL. gentler and Chou (19R7)
suggest that failure to converge may be due to (a) a nonlinear model that is treated as if
linear, b) a very poor initial model, (c) poor start values for parameters, (d) unreasonable
equality constraints, and (e) unidentified, initial oarameters.

SECTION III. MODERATOR ANALYSES

A major issue for the project staff is the likelihood that causes of major variables
related to Navy career decisions may differ across subcommunities, different time
periods, officer ranks, cohorts, and other variables. Our discussion with the principal
investigator and his staff have made it clear that detection of such moderator variables is
a crucial and primary goal of the research. Detection of moderator variable influences
are obviously necessary for accurate projection of future trends and complete understand-
ing of officer career development processes.

Analysis of moderator influences can proceed using either the ordinary least squares
(OLS) or maximum likelihood (ML) approaches to manifest variable designs. There are
two chief design features to consider in designing the analysis. The first is whether the
moderator variable is by nature a categorical or continuous variable. The second is
whether the hypothesized locus of moderation requires testing of moderator influences
between independent samples or, alternatively, tests of moderator influences between
different equations within the same sample (primarily, in testing differences in regression
equations in lagged panel data).

Categorical Moderator Variables

Independent Groups Analyses

Analysis of moderator variables is simple and straightforward if the moderator
variable is a naturally occurring categorical variable, such as officer cohort. Here we
assume that (I) the variables involved in the regr.ssion equations are equivalentlv
measured across levels of the categorical moderator, (2) there is sufficient sample size at
each level of the moderator variable to permit meaningftil statistical analysis in each
subgroup, and (3) the analysis is to be done with metric regression coefficients. Condition
(I) would be violated in many instances in comparisons of subcommunities, where
different variables are measured and where, in some instances, variables have a
materially different interpretation in, say, aviators than in surface warriors. In such
cases, formal moderator analysis is not warranted. Analysis would proceed independently
for each subcommunity, but the regression equations would not be analytically tested for
equivalence across subcommunities. Condition (3) is crucial. In general, one does not
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wish to estimate the moderator effects in groups where separate standardization of
variables has occurred. Separate standardization reduces the likelihood of cross-
validation of regression coefficients, in general. In the case of moderator analysis, it is
inappropriate to test for interaction if different transformations have been aoplied to
different groups. Separately standardizing the groups is one such case. Calculation of
different transformations can introduce or obscure interaction effects. Thus, the analysis
cannot be done by analyzing correlation matrices for each of the groups. This would
generally not be done in the multiple regression approach, in which group membership is
treated as a variable and data from the entire sample is analy7ed. Separate standardiza-
tions could easily be requested when using LISRFL to do the simultaneous ecPjations
approach. This is inappropriate, and the analysis should be conducted on covariance
matrices of the manifest variables. It is perfectly acceptable to standardize the variables
for construction of composites, but this standardization must be done on the pooled data
prior to segregation into groups for moderator analysis.

The moderator analysis proceeds in two different ways, depending unon whether
separate regression eauation or simultaneous estimation approaches are emnloved (see
Section TI).

Separate Regression Equations. Moderator analysis proceeds by using product
variables and hierarchical regression techniques (Cohen & Cohen, l9R3: Pedhazur. l992).
If all exogenous and endogenous variables in the regression equations are continuous
variables (excepting the moderator(s)), then product variables are created by multiplying
the continuous variables hy a set of coded vectors representing category membership. A
categorical moderator with m levels will require m-I coded vectors, unless more
restrictive a priori hypotheses about moderation are to be entertained. We generallv
favor orthogonal coding for representation of moderators, although other coding
approaches can be used. A separate three-stage hierarchical regression is then performed
for each regression equation from the overall model. In stage I, all independent variables
for the equation are entered and an P7 and regression coefficients are estimated. In
stage 2, the coded vectors representing the moderator groups are added to the equation.
In stage 3, the product variables are added. The significance of the increment to 9" from
stage 2 to stage 3 is the critical test of whether there is interaction between the
moderator variable and the other variables entered in stage 1. The appropriate statistical
test is the traditional F-test for the increment to R 2 . It can he requested directly in
some statistical packages (e.g., SpS5 x Regression, which we recommend qenerallv for
hierarchical repression because of ease of interpretation of outout. As discussed rather
nicely by Pedhazjr (!9121), s-gnificant interactions, if present, mandate calculation and
comparison of seoarate regression equations for each group (categorical level of the
moderator; see below). In the absence of moderation, the common (pooled) regression
coefficients estimated at stage I in the analysis may be used as estimates of effects.

The analysis can become quite cumbersome if (1) multiple moderator variables must
be considered simultaneously, and (2) if there are many levels of each moderator. Our
assessment of the data set is that this is not generally the case, and that the use of
hierarchical regression approaches will prove satisfactory in many cases.

Simultaneous Equation Analysis. If full information maximum likelihood (FIMkL)
approaches have been used, then an alternative approach to moderator analysis can be
executed by using T.SREL VI or VIl (Joreskog & Sorbom, 19,R4). Although there are other
excellent FIML programs for structural regression models (such as FRentler's FOS pro-
gram), LISREL is the only program currently containing the option to analyze regression



equations simultaneously in multiple groups. Henceforth, we shall discuss the simul-
taneous equation approach presuming use of LISREL, but the work group should be aware
that RPMDP, distributors of EOS, have issued pre-release publicity about a version 3.0 of
EQS that apparently will handle multiple groups analyses. Thus, the moderator analysis
approaches described below may, in the near future, be possible in EOS.

The multiple groups approach is the basis for testing moderator variables in LTSRiP. .
One begins by cutting the categorical variable into mutually exclusive groups and
specifying the causal model in each group. Then the appropriate test of moderation is
whether the unstandardized regression coefficients are equal across the multiple groups.
This hypothesis is easily tested in LISRFL by testing a model in which the regression
coefficients are constrained equal.

The formal statistical test of moderation requires two separate models. In the first
model, one simply runs the regression analysis simultaneously in each group. Assuming
that the model is overidentified, then this analysis produces a likelihood ratio (LP?) X? test
of the goodness of fit of the regression model to the data. The LR test is, in essence, the
sum of the UR X2 across all the moderator groups. Then one runs a second model that
sp>ecifies the exact same regression model but also specifies that the regression
coefficients are equal in the multiple grouos. This second model is said to be nested in
the first model, because it has the same basic specification but imposes the additional
constraint that the coefficients, which ar free to varv between grouns in the first model,
are required (constrained to be equal in the second model) (e.g., rwver, I9": Havdij<,
!997: loreskog & Sorbom, 1979: Long, lqg3h). The LISpEL program estimates the
common regression coefficients but also produces a new LP X'. ,ecause the two models
are nested, the difference in LP X2 s is a formal test of the null hvDothesi- that all
regression coefficients are equal in all groups. The I)? X7 must be greater for the more
restricted model with equalitv constraints. However, if there is no moderation, so that
the regression coefficients are truly equal across the subDopulations, then the two L r? X 2

tests will be approximatelv equal, except for sampling error (i.e., the difference in the
two X 2s will be approximately equal to the difference in degrees of freedom (df)). Thus.
the test for moderation is to calculate the difference in LR X 2, calculate the difference
in df (which should ecual the number of regression coefficients times m-I, where m is the
numb-er of groups), and evaluate the LR X 2 difference against a critical value of the X 2

distribution. It must be emphasized that this test of moderation is a multivariate
significance test of moderation across all regression equations.

Use of the LISREL approach to moderator variables is actually auite efficient. One
does not need to generate coded vectors, product variables, and test hierarchical
increments to R2 . One gets a single, overall test of moderation across all equations. This
efficiency in the statistical test may be a curse rather than a blessing, however, if it is
expected in advance that the moderator variable affects relatively few of the overall
number of regression equations. In that case, the Type TI error rate of the overall LR X7
test for the few ecruations that are truly different across groups will he h,gher than in
single equation approaches. On the other hand, the simultaneous approach provides better
control of the Type I error rate across all equations than the separate equation anproach.
This is not merely a function of the fact that an overall !-P test is computed (as opposed
to separate F-tests for each equation). Given that the same independent variables are
usually Dresent in multiple reeression equations (which is the case if endogenous variables
are specified to have both direct and indirect effects), the seDarate regression ecuations
will not be statistically independent. Although the regression coefficients in a single
equation are independent across multiple, independent groups, the regression coefficients
will have nonzero covariances of estimate across different equations owning to shared
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independent variables. The LISREL approach takes these covariances of estimate into
account in calculating the overall LR X2 test. The separate regressions approach does
not.

It is rnossible to get a separate LR X2 test for each equation that is an exact logical
analog of the F-test for each equation in the separate equation approach. Again, the LR
X2 test is superior in that the covariances of estimate are still used in calculating the
statistical test of fit. This is done by imposing the equality constraints on only one
equation at a time, and then calculating the difference in X2 against the model with no
equality constraints cn any equation. Moreover, it is possible to specify a priori that
there will be moderation on a subset of equations and to test a LISREL model specifying
moderation only on these equations. In the case of mixtures of equality constraints and no
equality constraints across equations, the specification of the model is somewhat more
complicated. One has to specify the equality constraints parameter by parameter, but
this is by no means a major obstacle.

'ranklv, the use of LISREL to test moderator influences is relatively new, and has
not been widely discussed in the literature. Hayduk (19R7), for example, does treat the
issue of "stacked models" but devotes more space to the issue of simultaneous models for
means and covariance structures than to the implications of testing equivalence of
structural coefficients across multiple groups. When moderator analysis in LISIIFTL is
discussed, it is usually at the level of latent variable rather than manifest variable
designs. There is insufficient simulation data to evaluate differences between the two
methods (separate equation hierarchical regression and LIFREL). Our limited experience
suggests that the two methods produce quite similar results in recursive models.
Additionally, there are advantages for simultaneous approaches such as LISPEL above and
beyond efficiency. They are also appropriate for nonrecursive models and for models with
correlated regression residuals, both of which are poorly handled bv single equation
procedures (with or without moderator variables). The specification of the ecualitv test
in LISREL is also very simple. Py far the most difficult problem is specifying the base
model, although this is also relatively straightforward in LISREL analysis with manifest
variables. We can provide a sample LISREL specification of the equality test upon
request.

Post-hoc Comparisons. The significance tests for either the separate equation
approach or the simultaneous equation approach are tests of what might be termed
"omnibus" null hypotheses (i.e., no moderator effects on any independent variable in the
equation). If the null hypothesis is rejected, the alternative hypothesis is that not all
regression coefficients are equal across all groups. At that point, a second analysis is
required. The purpose of this analysis is to determine (1) which moderator groups differ
on (2) which regression coefficients. Without prior theory, this approach entails post-hoc
comparisons of regression coefficients across groups. The logic of the post-hoc analysis is
exactly the same as the more familiar post-hoc tests of means in ANOVA.

We will describe a general approach for testing the moderator effects across
independent groups. It should be noted that this approach does not take into account the
full covariance matrix of the regression estimates in calculating specific error terms for
post-hoc comparisons. This approach is easily applied for post-hoc detection of moderator
effects with both the single equation and simultaneous equation approaches. The analysis
proceeds from the parameter estimates from the regression equations of each group. In
the single equation approach, one must first calculate separate regression equations in
each moderator group (which had not been done prior to the detection of significant
interaction). In the LISREL approach, one uses the estimated regression coefficients and
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standard errors from the model that imposed no equality constraints on the parameters.
Here we assume that one has available (1) regression coefficients for all equations for all
groups, and (2) standard errors of estimate for all coefficients. It is possible to compare
any pair of regression coefficients by use of the following formula:

t- b I - b2 / secomp,

where t is a t-test, h I and b2 are regression coefficients, and Scomp is the standard error
for the comparison. The formula can be generalized to any linear combination of
regression coefficients (see below). The standard error for the comparison, when the
regression coefficients are derived from independent samples is

secomp = (var est (bI) + var est (b2))l, 2 ,

where var est is the variance of estimate for the regression coefficient. Most regression
packages report both the b-weight and the standard error of the b-weight (which is the
square root of the variance of estimate), so the comparison and the standard error of the
comparison are easily calculated. LI ;RFL reports the N4T- oarameter estimates and, upon
user reauest, their asymptotic standard errors. Parenthetically, it should be noted that
LISREL's t-values test the null hypothesis that the population parameter is equal to zero.
They are not the t-test of the difference in regression coefficients over moderator prours
described above.

The problem, of course, is that there is a very large number of such comparisons that
can be made as the number of ecuations, independent variables oer eauation, and
moderator group levels increase. Practically, it can become quite tedious to calculate the
t-test for all comparisons. From a statistical inference perspective, the more important
problem is protection of the Type I error rate across multiple comparisons. rorrections
for all possible pair-wise combinations of regression coefficients would probably be too
conservative (have too high a Type 11 error rate). In our opinion, the best approach is to
employ a PRonferroni correction on the critical value for t used in evaluating the
comparisons. The Ronferroni approach maximizes statistical power while controlling the
Type I error rate (see Ramsey, 1992). With the Ronferroni approach, one adjusts the
critical value of t according to the actual number of comparisons to be entertained.
Maximum power is achieved by sequential adjustment of the critical value, but this is
tedious in practice.

This approach should provide a reasonable degree of protection of Type I error rate
while minimizing Type 11 errors. It assumes that the covariances of estimates for all
parameters is zero. As discussed above, this assumption is violated when the same
independent variables appear in multiple equations. The principal assumption of
importance is undoubtedly Independence across levels of the moderator variable, which is
satisfied by the inderendent groups analysis. Nevertheless, it is possible in the
simultaneous equation approach to generalize the post-hoc analysis by computing linear
contrasts across the vector of regression coefficients and then creating an appropriate
standard error for the contrasts by ore- and post-multiplying the covariance matrix of the
estimates by the vector of contrasts. At this point, it is not known what the inflation of
the Tyne T error rate is under these conditions, although it seems plausible that the degree
of inflation is minimal. This problem has not, to our knowledge, been simulated in the
statistical literature. O ur recommendation is to proceed with the simpler nost-hoc
comparisons under independence assumptions (particularly if the single eouation approach
is used).
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This recommendation is driven by pragmatic constraints. It is too time-consuming to
calculate the asymptotically exact standard errors of the contrasts by hand by using the
covariance matrix of the estimates. Indeed, it will be tedious to compute the pair-wise
comparisons by hand, even when using the simultaneous Ronferroni adjustment to the
critical value of the test statistic and only employing the standard errors of estimate. In
principle, it would be a straightforward programming task to create a program to
generate post-hoc statistics on the regression coefficients, incorporating sequential
Ronferroni adjustments, use of the entire covariance matrix of estimates to generate
standard errors, and options for setting (and perhaps changinp.) the desired experiment-
wise Type I error rate. Employment of the covariance matrix of estimates is most easily
and efficiently done using the LI1-PFL program and the simultaneous equation approach.
LISREL can, upon user request, output both the regression parameter matrix and the
covariance matrix of the estimates. From these matrices, the appropriate t statistics can
be calculated directly in matrix form. It would therefore be possible to program the
asvmptotically unbiased post-hoc tests using the entire covariance matrix of the esti-
mates. Indeed, our past experience with algorithms of this type is that most of the
programming overhead involves constructing the input matrices and the formatting of the
output statistics rather than the statistical algorithms. Thus the difference in program-
ming time for the comparisons using the entire covariance matrix of the estimates would
differ trivially from comparisons using only the standard errors of estimate. The PfrCF)
unit may wish to devote some programmer time to development ot this program.

Within-groups Moderator Analysis

The within-groups moderator analysis is required whenever equations are to be
compared across variables measured on the same persons. One example is where
equations are to be compared across multiple work settings (e.g., prediction of satisfac-
tion in multiple settings from the same background variables). A unique but potentially
important case in the PD)Cr) data sets would be the special case of time of measurement
as a categorical moderator variable. The concept is actually inherent in the lagged
endogenous models discussed above. For example, one might wish to know if the within-
occasion predictors for intent to remain in the Navy have changed from l 92 to IQR; for
the same officer cohort. Provided that the independent variables are scaled in the same
way (although if not, the test can still be performed after judicious rescaling of the
predictors) at both occasions, it is possible to test for stationaritv in the prediction
equations by doing a repeated measures test of the eaualitv of the regression equations
over time. This sort of approach is conceptually related to but distinct from the lagged
endogenous causal models discussed in Sections I and 11, but may be important for
forecasting purposes. The basic logic would also apply, however, to testing for equality of
effects in the lagged endogenous causal models.

"The crucial issue here, from a statistical perspective, is that the regression eauations

are correlated because they are calculated on the same observational units. Thus, anxy
test of the equality of the regression coefficients from these related equations must take
the covariances of estimate from the regression equations into account (James & Tetrick,
1984).

Separate Regression Equations. James and his colleagues (James, Joe, & Irons, 19F?:
James & Tetrick, 1984) have outlined a procedure by which testing of related regression
equations may be accomplished. The proc ire involves (I) calculation of regression
coefficients for the separate equations, and (2) use of asymptotic theory to derive an
appropriate estimate of the covariance matrix of the estimates for the related eouations.
These computations are relatively tedious. but manageable. U1sing the matrix of
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estimated regression coefficients from the related equations and the aprroximate
covariance matrix of these estimates, one can derive F-tests for the comparisons of
subsets of regression coefficients. The approach is quite general and powerful, and
handles the case of planned comparisons. Copies of the relevant papers have already been
provided to the work group.

Simultaneous Fquation Approach. It is possible to use the LISREL program to test
the equality of the related regression equations. Unlike the independent samples case
described above, the data are treated as a single group. However, the full system of
regression equations is specified, with a separate equation for each moderator variable.
So, in the case of time of measurement, one would simultaneously specify the equations
for the 1982 and 1996 waves in the same model. The same logic with respect to
statistical inference applies. One first computes the model for all equations, and
(assuming an over identified model) obtains the LR X 2 statistic and the parameter
estimates. One then runs a second model in which equality constraints are imposed on
those coefficients that are hypothesized to vary across levels of the within-groups
moderator variable. The difference in UP X2 tests is a test of the null hyothesis that the
regression coefficients are equal over time.

One advantage of the LISREL approach is that it is oossible to combine the subgroup
and related-equations moderator analysis into a single model, when appropriate.

Continuous Moderator Variables

Analysis of continuous moderator variables poses additional problems. It is relatively
simple to use hierarchical regression techniques to test for differential impact on
continuous moderator variables, provided that one assumes the nature of moderation is
linear and continuous across the range of the moderator and other independent variables
(James, 1987). (In fact, this assumption is often unreasonable). The test procedure is
identical to that with categorical moderator variables, in that product variables are
formed by multiplying the moderator variable(s) and the independent variable(s). Fromr
there, the same three-stage process is employed. Stage 3 involves adding the product
variables to the equation and testing the increment to T 2 . If the product terms do not
increase prediction, then one can consider using the equations from stage I or stage 2,
depending upon (1) the logical status of the moderator as a predictor variable in the
system of equations and (2) the significance of the regression coefficients involving the
candidate moderator variable. In practice, continuous variable interactions of this type
are not usually moderator variable analyses per se, but rather tests of additivity of causal
influence across endogenous variables. So in all likelihood, the variables were already in
the system of equations and would he kept in the final equations.

The real sticky wicket is what to do if continuous variable interactions are detected.
T he two chief regression texts that review these issues (Cohen & Cohen, 19R3; Pedhazur,
1982) differ quite dramatically on what to do in such circumstances. Pedhazur eschews
the practice generally, for reasons we do not find compelling. Cohen and (ohen (1993)
suggests nested substitution of equations so as to be able to graph the nature of the
interaction. This is descriptively informative but not necessarily sufficient. Rules for
calculating direct and indirect effects in structural equation models in the presence of
interaction have been discussed perfunctorily in the sociological literature. Conceptually,
the problem is analogous to the more familiar issue in ANOVA: how does one interpret
main effects (linear effects of variables) in the presence of interaction (continuous
variable moderation)' The answer in regression, as in ANOVA, is that the simple linear
effect of x on y, in the presence of interaction involving x and z, is descriptively
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meaningful (in essence, consistent direction but variable magnitude of relationship of x
and y over the entire range of the moderator, z) but uninterpretable from a causal point
of view. Small wonder most investigators choose not to even look for interactive effects
(assuming they do not exist) or, alternatively, convert moderators to categorical variables
to assist in ease of computation and interpretation. As pointed out by Cohen and Cohen
(1983), this approach throws away information if the independent variables are both
continuous and the interaction is linear in both variables. Of course, given discontinuous
interaction effects, the grouping approach may be superior, provided that the proper
cutoffs for assigning groups is known a priori, stumbled upon by chance, or detected by
interpretation of scatter plots, regression residuals, and other techniques (lames, 19R7).

The real problem is how to introduce continuous variable moderation into simul-
taneous equation approaches. Here the simplicity of the testing procedures in single
equation approaches is appealing. The problem is that introduction of the Droduct
variables into the regression equations causes a specification error in terms of the
hypothesis of uncorrelated errors in equations. It also introduces correlations between
regression coefficients and disturbances, which must be modeled explicitly if the
regression coefficients and associated standard errors are to be unbiased (by specification
error). Kenny and Judd (1984) have discussed this issue in latent variable modeling (see
also Hayduk, 1987). The only method for handling this type of analysis is to use
covariance structure models like COSAN that can impose nonlinear constraints on
parameter estimates. We suspect--and hope--that much more will be known about this
problem in a few years. For now, we suggest that tests of continuous interaction be
entertained on theoretical grounds, and investigated using hierarchical regression, if
needed. We do not believe enough is known about the introduction of product variables
into structural equation models to justify staff effort to learn the nuances of nonlinear
constraint specification and how to use the COSAN program (which makes LISRFA_ look
like B ASIC).

SECTION IV. FUTURE DIRECTIONS

The intent of this section is to furnish recommendations for future research that has
a scientific emphasis. We will be brief because we wish only to highlight possible avenues
for work group consideration. On the other hand, we are prepared to work with staff at
this time on these methods if they are considered desirable for immediate emphasis and
evaluation.

Use of r7ategorical Endogenous Variables

Some of the endogenous variables in the data set are true categorical variables. We
have discussed using true categorical variables as moderators, but this mainly applies
when the categorical variables divide individuals into mutually exclusive groups. When
outcome (criterion) measures are categories, the project team may prefer to predict the
criterion rather than test for moderation by it. For example, a crucial problem is
predicting the retirement decision (stay in the Navy, opt for retirement, opt for
retraining, etc.). Knowing which variables provide prediction of the outcome categories is
different than asking whether other variables differ in relationship according to outcome
category. The situation is made more complex when the prediction equation is actually
nested in a multiple equation structural model.

Experts differ on whether one can introduce categorical endogenous variables into
linear structural models of the kind we have been discussing. We admire the courage of
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Rentler and Chou (1987), who categorically state, without much supporting argumentation
or data, that this approach is fully acceptable provided that the marginal frequencies are
not excessively disproportional (e.g., an 80% to 20% split) and becomes more acceptable
as the number of categories increases. There are other alternatives that can be
considered. One is the use of logit regression to predict the categorical dependent
variable. We would generally recommend this approach if (I) the single equation apDro:,.
has been used and (2) even if not, if the categorical variable is a final outcome, li-.e
retirement decision. More elegant analysis for categorical variables include techniques
like latent class analysis, including the Grizzle/Kock/Landis approach for GL estimation
of effects, and event history analysis. The latter is akin to logit regression but takes into
account, and indeed models explicitly, the time course of shifts in category group
membership. Allison (1982, 19R4) provides a useful introduction to this set of technicues.
We do not recommend this as a general approach for the research team at this time, given
the relatively limited time remaining to analyze the data set.

Latent Variable Structural Equation iodels

Although we have recommended manifest variable designs, given the time constraints
on the project, it would be preferable to conduct analyses using the full LT£RFL approach,
particularly on the lagged endogenous variable models. We wish to discuss briefly the
benefits of doing the full latent variable models.

The chief benefit of the latent variable models is that the structural repression
coefficients are disattenuated for measurement error. It is freauentlv astonishing to
observe the degree of impact measurement error can have in structural equation models
when single indicators have moderate reliabilities. As we point out in Section I, the
reliabilities reported for the candidate variables are encouraging, and composite variables /
are usually more reliable than their individual constituent variables. Nevertheless, it /

would be desirable to estimate effects without contamination of measurement error.

Another related benefit of structural equation models with latent variables is the
opporturity to test directly assumptions of equivalence of the measurement model in
lagged designs. We often assume, by fiat, that composite variables measure the same
construct in equivalent ways across time (or across groups). The chief advantage of
longitudinal measurement models is the ability to test equivalence in the measurement
model using the type of LR X 2 tests described above, but where the tests are test of
constraints on the regression coefficients of observed variables on latent variables (rather
than tests on the structural regression coefficients themselves). Hertzog (19S7) has
reviewed some studies that have employed this approach in examining adult intellectual
development and measurement properties of mood state variables (see also H4ertzog N
Nesselroade, 1987; Hlertzog & Schaie, 1986, 19 R in Appendices C through E for detailed
examples).

Another advantage of latent variable models is the commensurate increase in the
validity of the regression coefficients. Provided that there is minimal sharing of method
variance, the structural regression estimates from latent variable models are more likely
to represent construct relationships than systematic measurement (method) variance.

Another useful application of structural modeling is in the domain of confirmatory
factor analysis itself. Although manifest variable designs with composites can be
appropriate, they are more fully justified if it can be shown that the indicators do indeed
factor as hypothesized (perhaps implicitly) by the compositing scheme. Thus, it is possible
to do confirmatory factor analysis to justify compositing variables, and then use the
composites to test the continuous interaction hypotheses using hierarchical regression.
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The composites can also, in such conditions, be formed by use of factor score estimation
procedures rather than simple unit-weighting of z-scores. Hultsch, Hertzog, and rDixon
(984) used this approach to examine age X intelligence interaction effects in predicting
text memory in adults (see Appendix F for details).

SECTION V. SUMMARY

We have outlined a series of research design and analysis options for staff to
consider. In a report like this, it is difficult to specify exactly what an appropriate
structural model would look like. This is best done in direct design consultation with the
contractors on a specific research problem, bringing theory about measurement and latent
variable relationships to bear in the design phase.

Our general recommendation has been for the work grour to oroceed immediately
with manifest var'able regression analysis that has predictive utility, is more easily
summarized and communicated to higher levels in the Navy, is scientifically defensible,
and can be accomplished in relatively short order. This decision is driven in large oart by
pragmatic considerations. An alternative is for the work group to decide to take
additional time and to concentrate on some of the latent variable technicues described in
the last section of the report. It is important to note that, should the work group decide
to pursue latent variable structural equations analysis, then it is advisable to consider a
roughly two-stage process (Anderson & Gerbing, 198): (1) development of the measure-
ment model for all exogenous and endogenous latent variables with confirmatory factor
analysis, followed by (2) incorporation of the structural regression model into the
previously developed measurement model. This approach has two advantages. First, one
can be confident that the structural model is not contaminated by specification errors in
the measurement model. Usually, it is the structural coefficients that are of primary
interest, and one does not want spread of specification error from the measurement model
in an FIML approach to bias structural regression coefficients. Second, it is possible to
treat the full structural model as a more restricted, nested model from the measurement
model, and to then calculate a difference in X2 statistic that separates lack of fit in the
structural model from the overall fit of the model, combining lack of fit in both structural
and measurement submodels. This approach provides a more accurate assessment of the
viability of the structural model.

The implication of the foregoing is that, if the PT)(Cr) work group decides to proceed
with latent variable rather than manifest variable modeling, then the immediate strategy
should be to begin work on the confirmatory factor analysis of multiple indicators for
latent variables rather than computation of composites. In either case, we look forward
to working with the group in adapting the general orinciples described here to specific
analyses.
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The Unmeasured Variables Problem in Path Analysis

Lawrence R. James
Institute of Behavioral Research, Texas Christian Uni ersitt

The unmeasured variables problem has not received adequate attention in ap-
plications of path analysis. The ramifications of inadequate attention to th:s
problem are addressed in respect to correlations between causal vanables and
the errors of causal equations and the resulting bias in solutions of path coeff-
cients. The discussion recognizes that obviation of the unmeasured vanable
problem is an unrealistic objective. Consequentl, . logic is provided in the form
of decision steps to help investigators ascertain whether the influence of un-
measured variables that can be expected in any particular anal% sis is of suffS-
cient seriousness to preclude the use of path anal. sis.

In their revie, of path analysis studies. Consequently, the operati e question is no*
Billings and Wroten (1978) concluded that ,,hether one has an unmeasured \aiaI- e -

man% biased estimates of path coefficients problem but rather the degree to A hjz. :'.b-
had been reported in the industriaLorgani- unavoidat unmeasured ,,ariabies probie-
zational literature. A primary reason cited biases estimates of path coefficen.:s a.,-
",as that relevant causal variables had not provides a basis foralternative epncx.: -

teen in.luded in the causal systems investi- of results (Fisher. 191. James & S:!_c
gated This unfortunate practice is generally 1978). In actual practice. it is not uncommc
referred to as the unmeasured (or omitted) to alloy, certain trade-offs. %khere the cos:-
variables problem (Duncan. 19-51. The rec- of omitting at least known causes from th
ommended solution to the unmeasured causal system are evaluated in terms ofthe-e
variables problem is to measure reliabl, all importance to the o% erall system and the d4-
variables that are causes of an endogenous gree to %khich obtained estimates of pat ±,,
(dependent) variable and are correlated with efficients for measured causes might bc
other causes of that endogenous variable, biased. Decision rules for ealuating ihe,c

Regrettabl. . in most cases this solution is costs ha, e up to no,, remainei larcei, en:.>
impossible to achie,.e. if for no other reason maic.
than that all relevant causes of an endog- This article has tsso ob iez',es The fir-:
enous variable might not een be known is to summarize bnefl. the bases for the ur-
(Duncan. 19'5: Heise. 19-5: Kenn%. 19-5). measured variables problem and the ram:-

fications of this problem, nameis. biascd
solutions of path coefficients. The second

Suppor. for th.. research %as pro,ided unaer L S objective is to provide a se: of subie,::',.
Office of Na'sal Research Contrac t N0kY014-"8-C.01i3.
Office of Naal Research Project NR 170-840. and b% decision steps that identif. conditio -
National Institute on Drug Abuse Grant H-81-DA- which an unmeasured variables problem is
01931-01. Opinions expressed are those of the author not likely to bias seriously the estimates
and are not to be construed as necessarily reflecting of path coefficients for measured causes Jr.
the official view or endorsement of the Department of addition, several inaccuracies are noted
the Navy or the National Institute on Drug Abuse ac

The author would ike to thank Robert G. Demaree. regard to the Billings and Wroten ( 19'Si d:,-
B Knshna Singh. and S B Sells for their helpful sug- cussion of. and recommendations for sol'-
gestions and advice. although any errors in the manu, ing, the unmeasured variables problem
scrpt are the responsibiljt of the author. The discussion belo, focuses on the a,-
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simple models are employed for illustrative all endogenous variables that occur later in
purposes, and all variables are considered the causal order-Duncan. 1975; Johnston.
to be in standardized form. With the excep- 1972). This assumption implies that the
tion of the unmeasured variables problem. causal variables in a theoretic path equation
all other assumptions required in path anal- should be unrelated to unmeasured causes
ysis are assumed to be satisfied (e.g.. cor- of the dependent endogenous variable inas-
rectly specified causal order and direction, much as the unmeasured causes are included
lineanty, interval scales, and no random in the error term. Satisfaction of the as-
measurement error in independent varia- sumption is a necessary but not a sufficient
ables). In the elaboration of the argument, condition for unbiased solutions of pa'h co-
it was necessar, to focus statistical treat- efficients and implies further that the error
ments on theoretical path equations for terms of different path equations in a hierar-
populations. The term solution is employed chical system of equations will be uncor-
for these treatments so as not to confuse related (Duncan. 1975).
them with estimates of path coefficients pro- To illustrate the issues. Figure la displa.'
,ided by multiple regression. that is, ordinar, a path (causal) model in which AX is a cause
least squares (OLSi. However. the degrees of the two endogenous vanables. X, andX 
of bias represented in the solutions would be X. is also a cause of A3 . The u, (u~ and u, are
the same as those represented in population error terms that. based on the assumptions
OLS estimates. Sample OLS estimates re- aboe. ma. have the following t\,o compo-
qu're the addition of sampling error.) nents: unmeasured causal variables. v hich

will be labeled b\ Zs. and random shocks
Thc Unmeasure i ari bies Problem and (RS). \hich are unstable. minor causa! I.-

Correlations lih: Error Terms fluences that are generall. assumed to be in-
dependent of one another. The P, are path

The existence of an unmeasured variables coefficients, defined as the mean change ir
problem reflects a violation of an important standard deviation units) in a dependent
assumption in path analysis. This assump- endogenous variable expected to result from
uon is that the causes for a dependent endog- each unit of change in a causal ', anable. as-
enoLs variable are uncorrelated with the suming all other causal variables in an
e-ror term (disturbance. residuali of the equation are th!d constant (Darling:of- &
causal equation for that endogenous variable Rom. 19"2
(as well as the error terms of equations for If it is postulated that no unmeasured

/U 2  
Z.RS

X1 Xv "X2 X 1 X[ 1P
X3 X3

U3  Z+RS

(a) (b)

Figure 1. illustrations of unidirectional causal models %kith specifications on the error terms
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variables are present, then it is possible to Biased Solutions for Path Coefficients
proceed to solve for the path coefficients in
Figure Ia. In this condition, the error terms Suppose that the path model displayed in
would involve only the RS components, Figure lbis operable but that an investigator
which by definition cannot be reliably mea- assumed incorrectly that the error terms
sured. Thus, the assumption that the causal were comprised of RS components only
variables for an endogenous variable are un- The investigator could solve for the path co-
correlated with the error term for that endog- efficients, but they would likely be biasedenous variable would be satisfied, which To illustrate the bias, a false model (Z not in-
connotes that X, is uncorrelated with u c eluded) is compared to a true model (Z in-
and u, and that X2 is uncorrelated with cluded) to determine the consequences of

u 3. Note. however, that no assumption is re- employing the false model to solve for the
quired thatX 3be uncorrelated withu , : that is, path coefficients (Duncan, 1975). For e\-
no assumption is required concerning relation- ample, based on Figure lb, the path equL--
ships between errors and endogenous vari- tion for X, in the false model is

ables when the endogenous variables occur X, = p- X1 . (I
later in the causal order than the errors
(Duncan, 1975). In this regard, Billings and in which u, is incorrectly assumed to be
Wroten (1978) are inaccurate when they comprised of only RS components. The
stated the assumption in the following man- normal equation required to solve for is
ner. "the residuals of endogenous variables simply
are not correlated with one another or %ith r21 = P21' (2:
art, other endogenous variables- (p. 680. which connotes that the X, - X path coef-
italics added). ficient is equal to the zero-order correlation

Suppose that the error terms are not corn- coefficient. The true path equation for X.
prised of RS components exclusively, but assumes that Z is measured and is
rather that an unmeasured causal variable,
Z. is present in both error terms. Suppose X- = p 21 XI -p'zzZ - RS-. (S
further that Z is a reliable and major cause of in which primes are employed to designate
both X, and X, and is correlated with X,. path coefficients in the true mode!.
This state of affairs is displayed ,n Figure lb. To determine the bias resulting from erm-
where the error terms have been decom- plovment of Equation I rather than Equa:iolo
posed into a Z component and RS compo- 3 to solve for the A¥I - A', path coeffi-
nents Of initial importance is the fact that cient. we multiply through Equation 3 b>
the errors will be correlated because the A', take expectations. and express the re-
same Z appears in both error terms (i.e.. the suits in terms of correlations. The result is
curved arrow between Z for X, and Z for
X3). This simple example demonstrates r 2p': -p'z r; z.
hov. the effects of unmeasured variables Comparison of Equation 2 with Equation -

could lead directl to a violation of the as- suggests that the use of r,; to solke fc."
sumption of uncorrelated errors. P'2 in the false model results in a bias equal

The curved arrows from the (same) Zs to to p'zzrz,. That is,
X, reflect correla'icn between Z and X, and
connote that X, will be correlated with the r 1 = p = p 21 + p'2zrz. (
error terms for bothX 2 and X3. Furthermore,
because Z is both a cause of X, and is rep- and thus P2, differs from p', by a factor of
resented in the X3 enor term. it must be as- p'2zrz,.
sumed that X, is correlated with the error These derivations suggest directly tha:
term for X 3. Thus, all possible assumptions Pi will be biased if both p'2Z and rz are
regarding correlations between causes and greater than zero. In other words, if the un-
error terms may, at this time, be regarded as measured Z is a cause of X 2 and correlated
violated. The ramifications of this condition with X1, then p21 will be biased. If we disre-
are discussed below. gard suppressors, then the bias will be in the
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direction of ap 2 1 that is too large: this is a di- would be approximately equal to zero if Z
rect result of failure to control for the effects and X, were correlated highly (e.g.. .951 and
of Z in solving for P21. a control forX, were effected. ConsequentlN.

It is extremely important to note. how- there is no reason to include Z in the equa-
ever, that if either p' z or rz, is zero, or ap- tion because it is essentially redundant vi:h
proximately zero. then little or no bias will X, (note also that inclusion of Z vould re-
exist in P21. This suggests that bias will not sult in a multicollineanty problem). More-
occur if an unmeasured variable is in fact a over. withZ unmeasured, essentially no bias
cause of the dependent endogenous vai- will ensue for the P21 path coefficient li.e..
able but is unrelated to the measured causes pz 1rz, 0- 0 because pzz I _ 0).
of the same variable. Consequently, it is not The illustration above identifies two ex-
necessary- to assume that all major causes of tremely important and related issues tha:
a dependent endogenous variable have been should always be considered in relation to
measured. Rather, an unmeasured cause unmeasured causes. First, before an, un-
must also be correlated with the measured measured cause is likely to create bias in :he
causes before bias will ensue. path coefficients for measured causes Ai:i

It is also important to recognize that there which it is correlated, it must make a unique
are degrees of causation: the magnitude of contribution to the prediction of the de-
p z might be anywhere on a continuum from pendent endogenous variable. That is. it
lob. to moderate, to high. Similarly. the must predict meaningfull. thL dependen:
magnitude of rz: may vary from zero. or ap- endogenous variable after controls are ef-
proximately zero, to low. moderate. or high. fected for the measured causes. Second. the
Clearly. the product termp'zzrz may assume preceding point can be viewed from the
many permutations, only some of which are standpoint of redundanc* and lnea, dt-
likely to result in serious bias of the solution pendence. If a known but unmeasured cause
of the path coefficient. For pragmatic pur- is essentiall. redundar (high!\ correlated
poses, it is assumed that those most likely to with a measured cause. then there is n
lead to serious bias are high-high. mode- reason to assume that the unmeasured van-
rate-high, high-moderate. and mcderate- able wkill create serious bias in the path co-
moderate. Consequentl. ar, unmeasured efficient for the measure.. vanable. More-
variables problem does not necessarily have over, the unmeasured caus. need not simp.,
to result in seriously biased solutions of the be redundant. In more complex models in-
path coefficients. It is with the question of volving multiple causes. it is sufficien: th- "
degree that the investigator (or critic) should the unmeasured cause be essentiall! linear:\
be concerned. However. whenever Z is un- dependent on the measured causes. A heun,-
measured. this is necessanly a subjective tic consequence :f this logic is that as the
process (possible empinal procedures are number of measured causes increases, the
addressed later). likelihood of an unmeasured variabe,

An unmeasured variables problem will problem decreases. That is. even though un-
also not result in seriously biased solutions measured causes exist. the% are increasing&.
of path coefficients if an unmeasured cause likely to be linearly dependent, or approx1-
is correlated highly with a measured cause. matel) so. on the measured causes as the
This can be demonstrated by remembering number of measured causes increases. Thus.
that the path coefficients involve controls it is possible to have unmeasured causes and
for the other causal variables in a path equa- yet have no serious unmeasured variabics
tion. For example, consider the path equa- problem!
tioniftheunmeasuredZisincludedtheoret- The logic developed above for a com-
ically in the X2 equation. This equation is paratively simple case of bias transfers di-

X2 _ P2 1 . l ' (PZ IZ) + " 2, (6) rectly to more complex cases. although in
more complex cases the direction of bias

in which the parentheses connote theoretical may be either positive or negative. For ex-
inclusions, ample, serious bias in the solutions for either

The path coefficient for the unmeasured Z P31 or p3 in Figure Ib is unlikel. if one of
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the following conditions exists: (a) Z is only a causes, unless there appears to be a good
minor cause ofX3, (b)Z is not a unique cause reason not to include one or more of these
of X3 (e.g., Z is linearly dependent on X, and variables, as determined in Step 2.
X,1, or (c) Z has low correlations with X, If data have already been collected, then
and X. Space limitations preclude statis- attempt to identify known major moderate
ticaldevelopment of the more complex case, unmeasured causes. If one or more such
and the reader is referred to an analogous causes is believed to exist, proceed to Step
development based on unstandardized vari- 2. If no major'moderate unmeasured causes
ables in Duncan (1975, chap. 8). are believed to exist, then exit from the de-

cision steps at this point (i.e.. a serious un-

Decision Stepsfor Assessing the Seriousness measured variables problem appears to be

of Unmeasured Variables Problems unlikely for this endogenous variable. a:
least from the perspective of the decision

Although it is unrealistic to expect obvia- maker).
tion of the unmeasured variables problem in Step 2. Postulate whether each major
research, it is possible under specified con- moderate unmeasured cause is correlate,.
ditions to attempt to minimize bias in path with one or more of the measured causes.
coefficients to the point that the bias is using prior empirical evidence whene\e,
xithin "tolerable limits" for research pur- possible. In designing a path anal. sis stud\.
poses. In the interest of identifing such this step and those that follo'A are mean" te
tolerable limits, salient points from prior be viewed in terms of causes that are not as
discussion are summarized belov, in the yet in the causal model. as compared to
form of decision steps that are designed to causes already included in the model
help investigators ascertain whether an un- If the correlations betveen an unmeasured
measured variables problem is sufficientl. cause and all of the measured causes are
serious to preclude the use of path analysis. presumed to be low (e.g.. 0 to = .20. although
Presentation of the decision steps must be this is arbitrar,), then exit here for that un-
prefaced. however, with the caution that measured cause. Note. houever. that if a
many of the decisions require subjective diff, rent unmeasured cause is included late.
judgments and the need to make empiricall, in the causal model, then the decisions re-
untestable assumptions. garding prior unmeasured causes should be

The decision steps are written from the reevaluated: this applies to all of the fo;-
standpoint of one endogenous variable. al- lowing steps. Furthermore. an exit at this
though the steps should be applied to each point suggests that the explanators pov, er of
endogenous variable in a causal model. Fur- the causal model in regard to the endog-
thermore. the decision steps should be em- enous variable of interest will be reduced
plowed onl\ Ahen investigators have a rea- On the other hand, if the judgment is correct
sonably high degree of confidence in the that all correlations between the unmeasured
causal closure and stability of a causal cause and the measured causes are lo'.. then
model. Hove~er. the possibility that the the solutions of the path coefficients for the
model might change in the future as ne, measured causes are not likel] to be ser-
causes are discovered should be clearly rec- ously biased.
ognized. This is not, however, sufficient If an unmeasured cause is believed to
reason to preclude proceeding with causal have a moderate to high correlation with one
analyses, given that no attempt is made to or more of the measured causes, then con-
suggest that the present causal model is un- sider whether the unmeasured cause is es-
ambiguously unique or correct. sentially redundant with one of the measured

The decision steps are as follows: causes or essentizlly linearly dependent or.
Step 1. Attempt to identify known major some combination of the measured causes

and moderate causes of the endogenous If prior research and,,or judgment alloy, one
variable, to have confidence in an affirmative response

If data have not been collected, then at- to one of these considerations, then exit a:
tempt to measure the majormoderate this point. Note again, however, that a!-
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though the exit suggests lack of serious bias, been reasonably satisfied before OLS or
this will occur only if the judgments are other forms of estimation (e.g., maximum
correct. likelihood) are employed to estimate the

Step 3. By reaching Step 3, it has been path coefficients in either a population or a
decided that (a) at least one unmeasured sample (cf. Duncan. 1975).
majormoderate cause exists for the endog- Second, other empirical approaches are
enous variable of interest, (b) the unmea- available to assess whether an unmeasured
sured cause is correlated at least moderately variables problem exists and to attempt to
with one or more of the measured causes, eliminate bias created by unmeasured
and (c) the unmeasured cause is neither re- causes. These include time-series analysis.
dundant with one of the measured causes nor instrumental variables, and two-stage least
linearly dependent on some combination of squares (cf. Heise, 1970, 1975; James &
the measured causes. This suggests that a Singh, 1978; Johnston, 1972: Joreskog.
serious unmeasured variables problem exists 1978). On the other hand, I must cautior.
and that an attempt to solve for the path co- against the Billings and Wroten (1978) re.-
efficients for this endogenous variable based ommendation that rejection of the h. poth-
on the measured causes is likely to result in esis of spuriousness in cross-lagged panel
at least one seriously biased solution. Con- correlation (XLPC) anaysis implies the ab-
sequentl., it is recommended that path- sence of an unmeasured variables problem
analyvtic procedures not be employed for this in a cross-sectional path anal% sis. Assume.
endogenous variable until the unmeasured for example, that an unmeasured Z has
causes are in fact measured. (A less desirable unique. moderate causal effects on tvo
possibility might be to delete measured measured variables, X, andX.:. Assume fur-
causes that are presumed to be correlated ther that X, is a moderate cause of X. after a
vith unmeasured causes.) control is effected for Z. In an XLPC anal-

It should be mentioned that in a causal ysis involving onb., the measured X, and

model involving multiple endogenous van- X. the hypothesis of spuriousness tKen.,
ables. it is possible to have serious unmea- 1975) would likely be rejected because X, is
sured variables problems for one or more a moderate cause of X 2. Follov, ing the logic
endogenous variables but not for other en- of Billings and Wroten, this suggests
dogenous variables (Duncan. 1975.pp. 106- that the X: path equation (i.e.. X: = p.i
10-) It is possible, therefore. to emplo. X! - u2) does not have an unmeasured vari-
path-analytic procedures for only those en- ables problem. But this is incorrect. The
dogenous variables without a serious un- XLPC analysis demonstrated only that the
measured variables problem. although this X , and X, relationship was not completel.
is not a highl desirable state of affairs in- determined byZ. In the cross-sectional path
asmuch as only part of a causal system equation for X 2. if Z remains unmeasured
%ould be addressed. and therefore a control for Z is not effected

for P21, then that path coefficient will be
Discussion and Conclusions biased (i.e.. based on the assumptions go, en.

Z is a unique, moderate cause of X 2 and is
In concluding, several additional points correlated at least moderately with X,).

should be commented on briefl). First, Third. and finally, as discussed by Billings
when unidirectional path models are based and Wroten (1978), and as impied in the

on variables collected at only one point in decision steps, the unmeasured variables
time, no method is presently available to problem can be at least partially negated b%
assess empirically whether an unmeasured attending first to effects and then to causes.
variables problem exists, using the data at Better yet, however, is to base the initial
hand.' The controlling rule is that assump- identification of effects and causes on a
tions that moderateimajor unmeasured
causes are essentially uncorrelated with, or This statement should not be confused with tests of

are redundant withlinearly dependent on, logical consistency. in which variables are in fac,: inca-

measured causes must be regarded as having sured but not included in specific path equations
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A Statistical Rationale for Relating Situational
Variables and Individual Differences

LAWRENCE R. JAMES, ROBERT G. DENEAREE, AND
JOHN J. HATER

Texas Christion Uni' ersit'

Siziii'ticl rationale is presented for relating situational variables ie.g
technological complexity to person variables (eg.. environmental percep-
tions. attitudes). A procedure is descnbed %sherein correlations are determined
betsheen a person 'variable and one or more situational variables after the
scores on the situational variables have been assigned to individuals The
results of the procedure provide opportunities to ascertain Wa the degree tc,
-Ahich %ariation among indi'.iduals on a person %ariable is associated %4&l
situational differences. and (b) the degree to Ahi~h a situational %anable ac:
counts for the total possible variation in the person variable that is associated
%ith betsseen-group differences

The degree to which individual differences in factors such as climate
perceptions. attitudes, and behaviors are associated with differences in
wkork situations has received increasing attention (cf.. Adams. Laker. &
Hulirt. 1977: Herman & Huhn. 1972: Herman. Dunham. & Huhn. )9-5:
James & Jones. 1976. Jones & James, 1979. Lawler, Hall. & Oldham.
1974: Mlowday. Porter, & Dubin. 19"4. Newman. 197 5: O'Reifll
Roberts, 1975: Payne & Mansfield, 1973: Payne & Pugh. 1976. Roberts.
Huhmn. & Rousseau. 1978; Rousseau, 1977, 1978a. 1978b: Stone & Porte..
19'5). Estimates of person -situation associations are frequently based or,
-betwkeen-group- analyses, where membership in a particular situation.,
(e.g.. job type. work group. functional specialty, organization) is used as
the independent variable (dummy variables in multiple regression. clas-
sification factors in ANOVA and multiple discriminant analysis), and
scores on one or more individual difference variables, or person variables
(PVs). are employed as the dependent variables. Using various forms of
the general linear model, estimates of variance accounted for in the PVls
by "group membership" (e.g., membership in different organizations) is re-

Support of this project was provided by the National Institute on Drug Abuse. Grant,
H-8l.DA-O193l-Ol and ROI-DA-0176S. and under Office of Naval Research Conir;a,'
N000i.i'(,-.OO. Office of Naval Research Project RRO42-08-01 N170-743. Opinion' e'%
pressed aie those of the authors and are not to be construed as necessarils reflectinF 1hy
official % e%% or endorsement of the National institute on Drug Abuse or the Departmen: "
the Na.. The authors wish to thank Allan P. Jones. Michael K. Lindell. S. B Sells, and
John H. Wack%4tz for their helpful suggestions and ad'.ice Requests for reprints should he
sent to Lavrence R James, Institute of Behavioral Research. Texas Christian Uni'.ers,!'
For? Worth, TX 7'6)9
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ported in Lhe tc.i of an ,.ta-square, omega-square, intraclass correlation.
squared multiple correlation, or multivariate analogs, such as a redun-
dancy coefficient.

While this type of analysis reflects the amount of variation in one or
more PVs associated with group membership, it is also the case that the
independent variable-group (situation)-typically does not identif) spe-
cific aspects of the situations represented that are associated with !he
variations in the PV (Firebaugh, 1979; James & Jones, 1976). This state-
ment is perhaps more applicable to extremely general between-group des-
ignators (e.g.. work group. without reference to type of work group) tha.
to more specific between-group designators (e.g., job type or functiona:
specialty ). Nevertheless, a between-group designator such as job type i
on]\ an indirect indicator of specific situational variables, such as jo"
complexit\. role requirements, and reward structure.

Recentl . emphasis has been placed on measuring specific situational
variables and relating these variables to PVs (cf.. Jones & James. 19"9.
Rousseau. 1978bi. For example, in each of these studies. measures of
specific. subunit situational variables (e.g., technolog' and centralization
and formalization of structure for divisions/departments) were related to
indi\viduals perceptions of job characteristics. The analytic procedure
was also the same: all individuals in a particular division (department,
were assigned the same scores on the situational variables, and then the
situational scores were correlated with individuals' perceptions of jo-
characteristics (the PVs) on the individual sample. It is important to note
tha: a the desired level of analysis in both studies was the individual, and
(b iit was assumed that the situational variables were homogeneous for all
indi- iduals in a particular division or department (see Roberts et aL., 197.
pp. 106- 10". for a discussion of homogeneity).

The information provided by relating specific situational variables to
PVs, following assignment of the situational scores to individuals, should
be superior to the information provided by between-groups analysis be-
cause the in\.estigator now has an empirical basis for attempting to explain
what it is about work environments that is associated with the PVs (James
& Jones. 1976; Roberts et aL., 1978j. However, it is also the case that this
procedure will likely result in a loss of predictive power in comparison to
the betveen-groups procedure, which employs only group membership as
a predictor. This is because the between-groups procedure identifies a!.,
reliable variation in a PV that is associated with between-group differ-
ences. while the use of specific situational variables generally involves
onl. a subset of the variables that are associated with between-group
differences in the PV. Thus, a salient question is: To what extent does the
magnitude of the relationship between one or more situational variables
and a PV approach the magnitude of the relationship between the P\ an4
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":!"een-group differences (for the sample studied)? In effect, this ques-
tion may be viewed as one which asks for an assessment of the degree to
which reliable between-group variance in a PV remains to be accounted
for after the measured situational variables are considered.

The primary objective of this article is to present a statistical rationale
for relating a PV to one or more situational variables and for determining
the extent to which the obtained relationship approaches the (maximum
variation in a PV that is associated with between-group differences. Uni-
variate procedures are presented initially, primarily to simplify the dis-
cussion, and are followed by an extension to the multivariate case. An
empirical illustration is presented.

Statistical Rationale for Relating Situational Variables to Person
Variables

For illustrative purposes, the following conditions were assumed:
(1) S, is a continuously distributed situational variable (e.g., technologi-

cal complexity). on which each of k groups (e.g.,job types. work groups.
departments. divisions, organizations) has a unique score (i = 1,2 .... k,
although some groups may have the same score as other groups. When al'
individual members of the same group are assigned the same value of S
for that group. the designation 5j is used, where j represents the jth
individual in a group comprised of n, individuals ( = 1,2, . .. n,). It is
assumed that the S, for each group is homogeneous for all n, individuals

(2) Y, is thejth individual's score in the ith group on the person variait
(PV). Note especially that the Y,' are not constrained to be equal for al',
individuals in the ith group.

When the S, and Y, are each expressed in grand-mean deviation forn
(se. y,--deviations from the grand mean of all individuals across a!'
groups). the correlation between S, and Yu can be expressed as folo''.

, JyI J 

where A ' n,. This equation may be expressed in somewhat differe7.:
form by noting that all s. in group i are identical and thus s" = n, s
(and s. = n, s,t), and that Yu 'a, , ,. Hence,

r , =s ),-y N " [ ( 1 1/N ) V' , 2 1
( Y , L )
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S, ,

= I (O' (0,,). (2

Equations (1) and (2) demonstrate that the correlation between S, and
Y, on the total individual sample-r.,-is a function of (a) the covariance
between the weighted group means on the PV and each group's score on
the situational variable, and (b) the standard deviations of the PV and the
situational variable on the total individual sample. Of interest are the facts
that r., will only achieve absolute values greater than zero when (a) varia-
tion exists among the group S, scores, (b) there is comparatively more
between-group variation in the Y,'s than within-group variation, and tc
the group mean Ye''s covary with the S,. The differential weighting due to
different n, may become a confounding factor if the group n, are substan-
tially different (i.e., larger groups will have stronger effects on ri,). and
thus caution should be used when analyses employ groups with large
differences in group sample sizes. Nevertheless, Eq. (2) makes clear the
fact that r,, reflects the extent to which group (mean) differences on a PV
tend to covary with group scores on a situational variable, relative to
individual variation on the PV and between-group variation on the situa-
tional variable. This connotes that r., may be interpreted as an associatio'
betveen a situational variable and a PV.

Our next concern is the degree to which r, approaches the maximum
variation in the PV that is associated with between-group differences. Tc
achieve this goal. it is necessary to determine both the total amount of
variation in the PV that is associated with between-group differences and
that portion of this total variation that is associated with differences in S,
The determinations of these variations are rather easily achieved by first
deriving an equation for the correlation between the S, and the weighted
group means on Y,. This correlation, designated r9 ,, is as followk s:

(]IN)( IV n, s, I'.

= ',,/ (o-g, o',,), (3)

where oa,,, is the covariance between the weighted group means on the ?
and the situational variables,; or, is the standard deviation of the %,eightec
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group means on yu: and a,, is the standard deviation of the s, in the total
sample.

Comparison of Eq. (3) with Eq. (2) demonstrates that the flufieratuis
are the same, as are the standard deviations for the situational variable in
the denominator. However, the remaining terms in the denominators. a,,,
(Eq. (2)) and ap, (Eq. (3)), can generally be assumed to be unequal given
that the PV--y -- would usually be expected to vary among individuals in
the sam.e group.

If Eqs. (2) and (3) are each sol,'e" for the covariance terms, and the
solutions set equal to each other, we have the following

r1 , a" a., =  r a ';, a'.

khich. after solving for r, and squaring all terms, is

r = ( ' 'a' ) ri,. (41

Furhermore. ajoa ,,.' is 71". the squared correlation ratio (eta square, of
on group membership. Thus, Eq. (4) is

where r.- is the proportion of the variance in a PV associated with situa-
tiona! variable .S,; is the total amount of variation in the PV that is
associated with between-group differences; and rj,! is the variance in the
weighted group mean PV scores that is associated with differences in the
situational variable 5,.

Viewed from another perspective, i) is the maximum possible variation
in the PV that is associated with between-group differences. r. wil] be
equa! to ri onl in the condition that rj, = 1.0, which can be seen in Eq.
(5). Note that rj. will be less than 1.0, and therefore r., < 7). when (a) the
relationship between the ', and s, is nonlinear, andor (b) between-group
vanation exists in the ), that is not associated with s, (see Eq. (3)). As-
suming relationships to be linear, which can be checked empirically, we
see that rj, represents the proportion of variation in v- that is included in
r5,,. In other words, r;, indicates the degree to which the obtained r,,
approaches the maximum possible variation in a PV associated with
beteen-group differences.
This is seen simply by convening Eq. (5) to

I = r.;li (6)

It is important to note that meaningful interpretation of rj, requires
careful attention to the values of r, and 711 inasmuch as rj, may assume
hig . alues that are essentially meaningless. To illustrate, ifr,,'= .010 and
r; = .011. then r;, = .909 The value of .909 suggests that r,, did in fact
approach the maximum possible variation in Y associated with between-
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group differences, as reflected by j,. However, an 71 of .011 indicates
that essentially none of the variation in Y was associated with between-
group differences in the first place. That is, the variation in Y almost
exclusively is within-group variance, and all that the rp' of .909 indicates
is that one has accounted for approximately 917 of, in effect, nothing.

On the other hand, 7. (and r -) may assume reasonably high values. in
which case the information provided by Eq. (6) is salient. A straightfor-
ward use of this information would be to ascertain whether additional
situational variables should be added to a study in the interest of ac-
counting for reliable variance that still remains between groups. That is. I
- r; indicates the proportion of between-group variation in the PV that is
not accounted for by the situational variable 5,. If I - rj, is not equzfl it,
zero. then the indication is that additional situational variables are neede.
in the analysis.

The inclusion of additional situational variables in the analysis mean'
that the univariate correlation analysis will be replaced with a multiple
correlation analysis. The transfer to a multiple correlation paradigm i-

easil\ achieved: the preceding logic extends directl> to multiple correi--
tiLr. analyses based on two or more situational variables which have the
same values fof a'] individuals in each group. That is, it can be shoxn th-:
the squared multiple correlations are related by R2 = ?),' R'. where R-
represents the squared multiple correlation between one PV and two o-
more continuously distributed situational variables. Using the same lc, .
as above. Ri. the squared multiple correlation between the weighte,4
group means on the PV and the situational variables indicates the degre,
to which R approaches the maximum variation in the PV that is a_-
sociated with between-group differences, as reflected by 7)2.

It is notev;orth. that some portion of the betveen-group variation re-
flected b) 7, might not be limited to strictl. situational attributes. Fo-
example. a par. of the between-group variation in the PV might reflec'
group mear differences in individual difference variables such as age.
education. experience, socioeconomic status, and so forth. This sugges'-s
that R; might not achieve a value of 1.0 by adding only situational vari-
ables to the analysis. Consequently, it would be informative to ascertain
whether group mean differences on individual difference variables ac-
count for between-group variation in the PV before effort is extended tc
identify additional situational variables to include in the analysis.

The most straightforward approach for addressing this issue is to com-
pute group means on the individual difference variables that are believed
to be related to group differences (i.e., explain between-group variation in
the PV) and to treat the means statisticallv as if they were situation;
variables (i.e., assign the group means for a group to all individuals in the
group) In effect, the analytic procedure wouli consist of regressing the
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PV on both the measured situational variables and the group means of the
individual difference variables (IDVs), following the procedures outlined
for situational variables. If the R1 provided by this analysis is less than
1.0, then the indication is that additional situational variables are needed.

It is important to note that the use of group means on IDVs is recom-
mended only as a statistical heuristic for ascertaining whether additional
situational variables are needed in an analysis. This is because the grout
mean scores on the IDVs are, in general, "fictional variables" with re-
spect to individual group members, and thus cannot be interpreted mean-
ingfully as "group variables" in the analysis. To be sure, within the con-
text of a particular theory, a group mean score on an IDV migh: be
interpreted meaningfully and employed and interpreted just like any other
situational (group) variable. However, the group mean on an IDV will
generall) lack theoretical import and thus should be employed onl as a
statistical heuristic to ascertain if additional situational variables might be
included in a studs.

Ar Illust'ration

To illustrate the use of the above rationale. one set of data ver-c
selected from an ongoing research study (Hater, Note 1). The data in-
cluded (a, subordinates' perceptions of interdepartmental comflict (),? on
the part of 124 high level, technical personnel in an information system,
department in a private health care foundation (e.g.. systems analysts
(b i measures of work group centralization of decision making (S,, %k here
the first fuhcript connotes situational variable number) and work grou7
formalization of work roles (S2). Separate measures of SL, and S, %ere
obtained for each of the 19 work groups in which the 124 subordinate,
were employed (work group supervisors provided the S3, and S2 scoresr
A one-way ANOVA. using the 19 work groups as the independent van-
able (classification factor) and the perceptions of interdepartmental co,-
flict as the dependent variable, resulted in an 7) of .26 (p < .051. This
connotes that 26Q of the variance in perceptions of interdepartmenua
conflict was associated with between-group variations in the 19 work
groups.

The squared correlations between the two situational variables and
perceptions of interdepartmental conflict are presented in column one of
Table I under univariate analysis (i.e., the r,, column). Following prior
discussion. the correlations were computed by assigning each individua'.
in group i (i = 1, . . ., 19) the same S,, and S, scores, and th-n correlating
the YU and S,, and S, scores on the total (i.e., across group) subordnate
sample. Before squaring, the correlations were significant and positive
The positi.e correlations suggest that individuals in high level technica'
jobs, which require a certain degree of flexibility, autonomy, and bound"
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TABLE I
RELAkTIO%-SMIPS DETWEE% SUBORDINATES' PERCEPTIONS OF INTERDEPARTME-iTAL

CO%FLIC'T AND CENTRALIZATION oF EcisioN MAKINO, AND FORMALIZATIO.N

OF WORK ROLES

Situational variable Reiationsh~p

Univahate analysis

Centralization of decision making (S,,) .0S* .19
Formnlizazior. of work roles (5S,) '07. .21

Multiple correlation analysis

s.10- 3

Scle Ali anahses based on indo-idual subordinate sample 0?% - 124,
P < .05
P< .01

arN spanning, are likely to perceive a lack of cooperation and more con-
flicts among organizational departments when decision making processe,
are constrained b centralized and formalized structures (cf.. .Jame' &
Jones. 19'76

The r;- column in Table I under univariate analysis indicates the po

portion of total variation in subordinates* perceptions of interdepartrn-
ta! conflict that was both (a) associated with between-group differences
and (bi accounted for b% either centralization or formalization (the re-
lationships were linear). For example, centralization of decision making
accounted for 19"-c of that variance in interdepartmental conflict that %k -,
associated with between-group differences. Consequently. 81-( of the
variance in the perceptions that was associated with between-group dif-
ferences was not accounted for by centralization (i.e., I - r;2,. It is
important to note that ril need not be calculated directly. One on],. needs
to calculate 711. each r,2. and then divide each r., by 'I (see Eq. (6)). In
addition. "accounted for" is used only in the statistical sense. and doe,~
not imply causal attribution of variance.

The lower part of Table 1 presents the results of the multiple correlation
analysis. Following assignment of scores to individuals, centralizatior.
and formalization were correlated .30 (A* = 124 subjects, p < .0 1). w hich
connotes that the values of the r "s from the univariate analysis could no,.
simpl>. be added to obtain an estimate of the variance in Y,, associate"
with the combined situational variables. The squared multiple correlation.
R1,. again computed on the subordinate sample, was .10 (p < .01). Divisic'-
of R1 by Tj, which provided Rf, was .38 (i.e., .10,.26). suggesting that 38-
of the variation in subordinates* p-erceptions of interdepartmenaw conflic:
that was associated with between-group differences was accounted for In.
a linear combination o& centralization and formalization.
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Since the relationships among the variables were linear, the results of
the analysis above indicates clearly that additional, between-group pre-
dictors are needed in the study. That is, based on I - RB, 62% of the
between-group variation in the perceptions remains to be accounted for.
We believe this is worth knowing' It should also be noted that if the
differences between in and R-' reflect nonlinearity, various forms of
polynominal regression or moderator analysis would be indicated.

SUMMARY AND CONCLUSIONS
The primary objectives of this article were to present statistical

rationales for relating a person variable to one or more situational ,ar-
ables. following assignment of scores on the situational variables to irdi-
viduals. and ffo determining the degree to which the obtained relationship
approaches the maximum variation in a person variable that is associated
with between-group differences. It was shown that the correlation be-
tween a situational variable and a PV was a function of between-group
variation on the PV, in relation to within-group variation, and covariation
of the group means on the PV with the group scores on the situationa!
variable. It was also shown that the squared correlation between a con-
tinuously distributed situational variable and a PV could be decomposed
into (a) an eta square, which is the maximum variation in a PV associated
with between-group differences, and (b) the squared correiation between
the weighted group means on the PV and the situational variable (rri;
This decomposition had the important implication that rj, reflects the
degree to which the obtained r,' approaches the maximum variation in a
PV associated with between-group differences, as measured by rj,.

Extensions to the multivariate case were presented, and an application
of the procedures to empirical data was illustrated. FinallN, as part of the
process of ascertaining whether additional situational variables are
needed in a studN, it was recommended that group means on individua!
difference variables (IDVs) which help explain between-group variation in
a PV be entered into the analysis. It was noted, however, that this proce-
dure general]% served only as a statistical heuristic to determine whether
Ri was less than 1.0 after the group means on the IDVs had been entered
into the analysis, in conjunction with the measured situational variables.
Only in the case that a group mean on an IDV has theoretical relevance as
a "group variable- should the mean be retained in the analysis for inter-
pretative purposes.

Several additional points deserve mention. First, a note of caution
needs to be offered concerning the number of situational variables (and
group means on IDVs in the analysis described above) employed as pre-
dictors in relation to the number of groups. Ordinarily there should be
many more groups than situational variables. When this is not the case.
the interpretation of results must be guarded. For example, if there arc
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only two groups, a single situational variable whose value differs for the
two groups will serve as an identifier of membership in the groups and will
account fully for the between-group variation of a PV, irrespective of
whatever conceptual meaning may be deserved for the situational vari-
able. In general, if there are k-I situational variables (where k is the
number of groups), and none of these variables can be perfectly predicted
linearly by one or more of the remaining situational variables, RZ wid!
always be equal to 1.00. In such a case, the set oi situational variables
merely serves to identify the membership in groups and will always yield
R2 = 7)2 and thus RZ = 1.0. The same would be true for a set of random]\
generated situational variables (cf. Cohen & Cohen, 1975), and thus it
should be clear that as the number of situational variables approaches or
reaches the number of groups minus one (k- 1), the closeness of R2 to r:
has lesser relevance to the substantive import of the situational variab:e,
and more relevance to their role as identifiers of group membership. The
foregoing is of little concern when the number of groups is very large in
comparison to the number of situational variables, but in some studies this
may not be the case.'

Secor,. with purely correlational data, it is generally not meaningful to
attemp: to infer that the variance attributions (7j. r,'. rp,. R, R) are
causal. For example. James, Hater, Gent, and Bruni (1978) and Roberts et
a! (l978 discuss errors that evolve from making causal attributions of
variance in a PV to situational variables. based on correlational data,
when the true underlying causal model involves reciprocal causation be-
tween persons and situations.

Finall., with the exception of 7r2. we have focused exclusive. on con-
tinuouslv distributed situational variables, which reflects our bias toNiard
the use of parametric procedures whenever possible. However, the
rationale developed is equally applicable to categorical variables, where.
for example. a situational variable is operationalized in terms of difl-rent
types of training received. In this case. R2 is determined by the use of
well-known dummy variable procedures (Cohen & Cohen. 1975), or
perhaps a mix of dummy variables and continuously distributed variables.
and the relationship R2 = i/ RZ is applicable.
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HrPrzoc, CHRISTrOPHER, and NESSELA0ADE, JOH% R. Beyond Aistoregressitue Modt Is Some 1771'

cahions of the Trait-State Distinction for the Structural Modeling of DeVelopmental Chattic CH;.:
DEVELOPIEN't, 1957, Sh, 93-109. The use of structural modeling techniques to fit chancte con,
including developmental ones, to repeated-measurements data has been rather firml% but unc--
calk' wedded to autoregzressi%-e model specifications. The uncritical application of an autoregre-%
specification to repeated measures does not takce into amcount subtleties of concepthons of stab;.r
arnd change teg. the trait-state distinction) that are now recognized in the behaviora! resear.
literat'L]re. We res-jess the basic distinction between trait and state and examine the implication-
the d&Ferent possibilities for modeling developmental phenomena The arguments are illustr-t~
witi empincal exarniple

One of the primar\ arguments favoring (Kenn\, 1979. Rogosa. 1979 and have bee:.
lonpirudinal data is the utflit-\ of time- argued to be optimal modeling technique,
structured observations for explaining causal studying stabilit\ and change in de~el;';.
relations among variables that cannot be ex- mental applications (eg. Joreskoz 19>,-
perimt-ntall-. manipulated ssee Biddle & Mar- Schaie & Hertzog. 1985 .Hertog (1956
uin. 19S7. in this issue. Crano & Mendoza, viewved these models and their utiit, fat ct-
19S7. in this issue. D\wver. 1961 Heise. velopmental anaJv;fs in some detail
1973 Such is the case in studies of devel-
opment, in which an analysis of pertnent 'We have come to conclude thal, U;.
phenomena must proceed 6\ observing de- rationale for the first-order autoregres5!\,
velopment-in-context. usually .%ithout the moeismpcflbadonatitoce
oppornnt\ to intervene in the develop-moeismpitl badonaritcn--

menal rocss hisstae o afair heps o bon of the variables in the model. By trait, %
eplnrthes eThiasm stoairuua hers-t mean relatively stable and permanent attrtl.-

sxian mode oelntuin scual mes rees- utes. The implication Of OUr conclusion is tha-
dent among many developmental scientists frtodratrgesv oesm>b
(e.g., Nesseiroade' & Baltes, 1964. Schaie & poor way of representing change for nont-ai:

Heto.1985 phenomena (states), that is. models of re!.,
Hertog.tions among fluctuant attributes depende::

A very common and popular structural upon temporary constellations of influen(--
regression model for longitudinal data is re- and circumstances. Thus, the thesis Of this a7-
ferred to as a first-order autoregressive model, ticle is that developmental scientists need t,,
meaning a model in which variables are rep- differentiate more systemnatical> two cone,
resented as causes of themselves over twvo tions of stability and change as* they bear or,
points in time (Dwvyer, 1983; Joreskog & Sor- the modeling of longitudinal data. Subst
born. 1977. Kessler & Greenberg. 1981). quently, we will identif> prototypic clase, r'
These models form the bpsis for techniques attributes of individuals that pertain t, tu
such as cross-lagged regression analysis change/stability distinction.

Vi orL. on this paper was supported in part by a Research Career Development A~kard trv).
\ational Listmte on Aging (1K04-AG,00335i. Send reprint requests to the first juthor al the SO~.
of Psycho 'g>. Georgia Institute of Technology. Atlanta, CA 30332-0170,

[ChiV Drtelui~mrn!. 19N7. 38. Y3i-109 C 19S7 b%. the Sovref% for Pkesearvh in Child Dr%'elupmnent lri.
A1: niv:, rser.#. QOx-3920o175&sI.OO750l cc;
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We begin our discussion with the con- covarance stability is often translated into a
cepts of lability and stability and the nature of regression of a variable on itself in longitudi-
the trait-state distinction. Next, we present re- nal data. These "autoregression" coefficients
suits from longitudinal analyses of mood state may be termed "stability coefficients."
variables that reveal a covariance structure Covariance stability reflects the degree to
among mood factors that is incongruent with a which observed units show similar change
first-order autoregressive model of change. patterns. Conversely, low levels of stabilit
Next, the possible explanations for this incon- reflect, in Baltes and Nesselroade's (1973,
gruait from a state-oriented perspective are term, "interindividual differences in intram-
explored. Finally, we discuss alternative dividual change." However, the magnitude of
methods for examining state and trait change the stability coefficient depends both upon
models and identify some of the critical fea- the intraindividual changes and upon the
tures of research needed to test the trait-state magnitude of interindividual differences St-,-
distinction and its implications for develop- bility coefficients can be high if (1) there are
mental science. high levels of intraindividua change that are

consistent across individuals, (2) if there is s,.
lient intraindividual change only in a (re l

Lability versus Stability in tively small) proportion of the sampled units.
Longitudinal Data or (3) if meaningful amounts of intraind!-

Longitudinal research maintains a certain vidual change are nevertheless small relati% e
mystique. especially for developmentalists. to the magnitude of interindividual difle:-
A' boi. the manifest- and latent-variable ences. Stability coefficients are, therefore
le~el, lonit-udmna designs are considered summary statements about relative change IT
essential for testing notions of stabilt and a population of individuals. The% are dete-
chance e.g. Balte, & Nesselroade. 1979Y. We mined by, but should not be equated witi.
acree. but whether a given longitudinal de- intraindividual stabilit (i.e.. no change
sizm contibute. to the understand:ig of sta- Given the multiple influences on tht
bmht-, and change crucially depends on the magnitude of stability coefficients. the inter-
%amdi,, of its use (IRogosa. in press,. In pretationoflongitudinallvobservedmeasure,
evaluating the validity of a particular longitu- as stable or changeable is not a clear-cut mat-
diral design. we must recognize that stability ter. A further complication is that attributmo::,
or change is in fact an intraindividual (within- of stability seem to depend a great deal on tht
person phenomenon In fact. the face vaidit perspective of the interpreter. For example.
of a longitudinal design rests on the notion stability coefficient of -. 60 over a period of 5
that change is fundamentaJl) a propert. :-'the years can be interpreted as high or ]o%%. de-
mndisidual unit of observation pending upon both psvchometric concern,

The primary definition of stability (lack of and one's theoretical orientation and expec-
change in the literature is only indirectly a tations.
function of intraindividual change. Although Nevertheless, longitudinal data are inht:-
there are multiple and more differentiated entls more interesting to the student of labil-
definitions of stability (change) (Kagan, 1980, it. and stability than are cross-sectional daL:
Mortmer, Finch. & Kumka, 1982,, the most because the former proide the necessarn but
common ones refer to unchanging mean not sufficient information for making sul.
le'els over time (mean stability) and un- judgments. Cross-sectional data do not pro-
changing distributions of individual differ- vide direct evidence of stability or labilit\ at
ences over time (covariance stability). Note the intraindividual level. Rather, with cro,'-
that these two definitions refer to groups of sectional data, inferences concerning stabihr-
individuals as a whole. Primarily due to the or lability must rest on the putative nature o
research traditions of a nomothetic (and trait-' the variables that are measured. For example
oriented) scientific worldview, there has been in the absence of retest information, one ma,
relatr, ely little attention paid to a third type of be far more likely to ascribe stabilit-\ o0\ t

stab]it\ -intraindividual stability (change lengthy intervals to general intelligence t,.,
within the given sampling unit). Instead, the to affective attributes.
first two types of stability are usually studied In designing longitudinal studies, a c,-:
in traditional longitudinal research. sideration of the putative nature of the \a7.

Covariance stability, or stability of indi- ables is, we believe, crucial to decisions rt
vidual differences, is reflected in the covan- garding subsequent analyses and ultimatevi
ance of a variable with itself over two points to interpretive clarity. It is in this light that \, e
Ir time In structural regression models, now discuss the trait-state distinction as a kc.
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organizing construct in the conceptualization Generally It Is certainly the cae that
of developmental studies (Nesseiroade, in most psyhological attributes will neither be,
press). strictly speaking, traits or states. That is, at-

tributes can have both trait and state compo-
aents (Nesseirode, in press). In the case of

The Trait-State Distinction hormnal cascades, a given person may be of
a certin type (e.g., diabetic) or may have a

The distinction between states and traits characteristic "set-point" in a homeostatic svs-
has a relatively long history that reaches back tern. These aspects of the attribute would
at least as far as Cicero (Eysenck, 1983). The qualify as traits. Yet the pattern of flux would
distinction refers to two different classes of be considered the statelike pan of the attr-
attributes for describing people. Traits, on the bute. One might even wish to argue that in-
one hand, are attributes of individuals that are trinsic patterns of state variability are therr,-
relativel% stable across occasions. For ex- selves traits. In this sense, extaversion mic;"
ample. haxing two eyes, practicing monog- be a trait- but variations in greganousne:.
am' or being an extrovert are raitlike attri- might be considered the statelike aspect 01
butes. States, on the other hand, comprise the trait. Work in the domain of anxet h,-
attributes of individuals that are relatively provided ample evidence of the utilit, of
changeable in nature. Examples of statelike identifying trait and state components of ar-.'
atU4butes include hormonal levels, diurnal fa- ious behavior (e.g., Cattel] & Scheier. 19."
tigue. and situational anxiety. A dichotomy of Nesselroade, in press; Spielberger. GorsucL.
trait and state may oversimplify the range of & Lushene, 1969.
possibilities (Cattell, 1966, Nesselroade & Misconceptions concerning trc..: ,..
Bartsch. 197Th, but it suffices for our purposes #tate-At this point we must identi, ar,:
here. tt.A hspit ems dni r

briefly disclaim common misconceptions ti,..
Intenndividua! differences .- Research may be evoked by the terms trait and sta"

flowing from the distinction between trait and (see also Nesselroade, in press'. First. our u -
state. especially various attempts to render age of the term "'trait" should not be cc:
the concepts operational. falls largely within strued as connoting immutable, geneti,
the individual-differences tradition. Thus, the determined behavioral dispositions. The cc
working definiionw of the concepts have ception of trait, as employed here. incluc.
tended to focus on variation within and stable behavioral dispositions. such a-, ciz
among individuals. We will tr% to draw the rette smoking or chronic stress reactor. t .
distinction more sharp]\ in individual- can be modified but that tvpically rema~r, s-
differences terms. ble over long periods of time. One of U

Traits. because of their putative stabilit, defining characteristics of a trait is incer.
are That is, a trait will remain the same uni,-

are potentially useful for the purpose of dis- until organismic or environmentL
cnminating between one individual and an- fluences act to change it Stable. unchang:.
other without having to consider intraindi- ences tohne stable uehanra -

vidual change (e.g., "Jones is brighter than environments promote stable behavioral d
Smith"). As attributes that represent stable positions, even if those dispositions are ptentially modifiable b.> environmental int~-
differences among individuals, baits that are vention.
valid predictors of other attributes, such as
how one will react in a particular situation or Second. a common misconceptior T-

performance at some task, provide a basis for garding states is that they are some .
effective, long-range prediction. Moreover, ephemeral, unpredictable, unreliabl% mt
they are appropriate for inclusion in explana- stred, and hence, uninteresting. Negati% e.
torv systems that involve distal as well as titudes toward studies of state phenome:
proximal causes. probably derive in part from conceptual c,

States most commonly. represent dimen. fusion of stability and reliability (see bel,

sions of intraindividual change and serve to accorrpanied perhaps by the assumptimr t

discriminate one time or situation in the life fluctuent attributes have little wedicti\,
of a person from another (e.g., "Wilson was lidity or explanatory power.
happy yesterday but today he seems to be de- Because of the relative labilit\ of s:
pressed"). However, states also can represent differences among persons, states are n
differences among individuals at one point in difficult to use than traits for predictior
time, proided the individuals' state changes ticularly in traditional schemes that base- p-
are not in perfect synchrony (e.g., "Todayv, she dictions solely on distributions of int.-
was 'up' and he was 'down' "). dividual differences. To predict fror-
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levels requires the individual's trait score and (anxiety, stress, depression. regression, and
knowledge of the form of the relationship be- fatigue) obtained on I111 older adults at two
tween trait (predictor variable) and criterion. occasions of measurement Approxirnatel% 1
Predicting from state levels, however, re- month elapsed between the two measure-
quires some understanding of environmental ment occasions. These data were reported b%
contigencies and future environmental con- Nesselroade, Mitteness, and Thompson
ditions. In essence, what one must do is capi- (19M4), who found that the anxiety and Eati gue(
talize on traitlike aspects of state dimensions indicators formed well-defined, positively in-
to make predictions based on state inforrna- tercorrelated latent variables.
tion. For instance, to know that someone
tends to get anxious in a certain situation and We reanalyzed the Nesselroade et a]
to know. how that person responds when an,- (1984) anxiety and fatigue dlata- The indicators
ious can yield a prediction con'cer-ning what used were: (1) the Anxiety scale of the 8-Stat.
the person will do when plaz-cd in that anxi- Questionnaire (8SQ), Form A (Curran & Cat-
e-,% -eliciting situation. The explanatory power tell, 1976), (2) the Anxietys scale of the 8SQ
of manl\ behavioral theories might be greafl\ Form B, (3) the Spielberger State Anxie'%
enhanced if they% explicitly considered situa- Scale (Spielberge r et al., 1969,, and (41 thret
tonal charactenistics as they interact with i-four-item packets taken firom the Fatigu
do\idua!W ps~chological states For example scale of the 8SQ, Form A. Nesselroade et al
Endier, Hun-, and Rosenstein (1962' incorpo- (1984' showed that the three Anxiet'\ scale-
rated the'e ideas in the assessment of anxiet\ . and the three Fatigue subscales formed laten:
1>, bi.- cognitv-e domain, research or. state- variables of Anxiet\ and Fatigue. respt--
dt mriden! learning and memory phenomena tjvel,. They also showed that these late-..
jiGI,, tj-b3: mo or State at thie timne of en variables exhibited invariant fact'X load.5Z-

codinc information can influence the nature across the two longitudinal occasions
of recai: a-. some later time e.g.. Bow.er. 19SI The 8SQ Anxiety scales. Forms A and E

Ka;ledzt of a person's state at the time of were designed to be paralie! forms. ha\ir,-
learriinz ca-.. therefore. enhance the predict- equal ti-ue-score variances and equa! me,-
a"1!i.- Of hl or her recall performance surement-error variances (see Lord & \ L

Discriminating trait and state -The 1968 -The psychometric assuinptons of pa--
tr.!-statt distinction underscores th-i idea allelism can be translated into a set of testabl-
t,-, the difierences existing among individ- hypotheses regarding the covariance sn-ucntut
u.1- at one point. in time ma% -well be a func- of the measures (Jbreskog 1971. 1974. X\ert-
tio:. of both1- stable and labie att-ibutes Breland, Grand\, & Rock. 19K0 The first g,).'
Therefore. in using covariator, techniques of the reanaly-sis was to sliov that measure-
suc h as sti-ucrural equation modeling that cap- ment of labile states does not impl' labijt
itaiizt on indiv.idual differences in data, one measurement properties. That is. individu,'
must be alert to the fact that the variation that differences in state variables may properl\ be
i' beinic anal' zed potential)% reflectS latent quite unstable Such instabilit, however.
variables of differing temporal characteristics does not imply that the measures are unreli-
such as states and traits. able or invalid as measures of the psvchologp-

cal states. Instead, one can support the re!.-
Longritudinal Characteristics ability and validity of the state instrument, b.\
of State Mleasures showing that they have appropriate measure7-

ment properties while being sensitive to I-
At &is- point. two empirical examples Of bility in individual differences in the underl -

longitudinal)%. assessed characteristics of state ing dimensions. The parallel forms for S .Q
measures will be briefly presented to resolve Anxiety allowed us to test the foliowing h\ -
three common misconceptions about states pothesesi (1) the 8SQ measures have equa'
that arise because of their intraindividua lIa- factor loadings and equal true-score varine,
bilir\ (1) their measurement str-ucture %ill be within each longit-udinal occasion, (2 th-
unstable. (2' they will show low internal con- 8SQ forms hav.e equal error variances %Ait..
sistenc\ - and .3 the\ will not correlate with each longitudinal occasion, (3) the fActor 10.'
each other in a consistent manner. We believe ings and error variances for the alternat,
the rectification of these misconceptions is forms are equal across longitudinal Occasion-.
highk germane to the utilization of longitudi-an(4teSelrgrtteA it'ca
nal data on psychological states. congenen c, but not tau-equivalent. with, ti-

Older adUlt5' data -The first set of data 8SQ Anxiety forms (see Lord 6& Novick. 196,
pertinent to these issues consisted of self- for a discussion of these different assurn7,,
reporti measures on five state dimensions tions\> The first two h%-potheses relate to tfw
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parallelism of the Anxiety measures at each reliable but specific component of variance
longitudinal occasion, whereas the third hy- present in the Spielberger test that covaries
pothesis stipulates that the measurement with itself over time. However, the other h-
properties are invariant across the longitudi- potheses were strongly supported by the data
nal occasions. The fourth hypothesis implies (see Table 1).
that the Spielberger Scale, with the 8SQ Anx-
iety scale, will form a latent variable that ac- Our reanalysis confirmed that Forms A
counts for all its reliable variance. Of these and B have equal factor loadings and equal
measurement-property hypotheses, Nessel- error variances and are therefore parallel
roade et al. (1984) tested only for invariant forms J6reskog, 1971), and that these mea-
factor loadings across longitudinal occasions. surement properties (including the variances

of the factors) did not change upon the second
These hypotheses can be understood by administration. We also found the reliabiine'

reference to Figure 1, which shows the basic of the alternate forms for Anxiety to be urn-
model for the two latent variables originally changing over time. The estimated reliabihi'\
tested by Nesselroade et al. (1984). In a pre- coefficients of Forms A and B were .85 in this
limina- analYsis, we discovered that the Ion- older population. Table 2 gives the paramete-,
girudinal model could be fit best by allowing estimates from the final model. The upper
autocovariance between the residuals for the half of the factor-covariance matrix presents
Spielberger tests and Fatigue subscales B and the correlations among the latent factors. Trne
C That is, we modeled a residual covariance latent factors have moderate and statona7\
for the Spielberger test between Time I and correlations. The estimated autocorrelation,
Time 2. a residual covariance for Fatigue B for AnxietN and Fatigue were .63. and
betm een Time 1 and Time 2, and a residual respectivei\.
covanance for Fatigue C betw'een Time I and
Time 2 These residua covariances are de- These autocorrelations. which reflect tht
picted in Figure 1. The presence of the resid- stability of individual differences. reach a
ua! coxanance for the Spielberger Scale maximum of 1.0 when individual differer ,
force5 us to abandon Hypothesis 4: the Spiel- are perfectly preserved over time (Bajt
bergtr Anxiety Scale is not a congenenc mea- Reese, & Nesselroade, 1977; Blalock. 19%.
sure of the latent Anxiet. variable in the pres- Wheaton, Muthen, Alwin, & Summers, 197
ence of the 6SQ Forms A and B. There is a The autocorrelations are substantial for t

FcIC - Bepresentation of Anxiety-and Fatigue interrelationships and stability5 as modeled b.' Ne.'
road et ai (1iY&4
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TABLE I

GOODESS-OF-FIT INDICES FOR OLDER ADULTS' MOOD STATE MODELS

Model X2  df p CFI" AGFI" x Adf' P

01, Basic model (see Fig 1 ... 57.19 49 .20 .923 .88 ... ...
02 Tau-equivalence for Forms

A and B A, = X-, ........... 57.49 50 .22 .923 .88 .30 1 N S
03 Parallelism for 8-state (over

time and within tame ....... 58.18 53 .29 .923 .89 .69 3 N.S
04 Parallelism and stationar\

latent variances (b, = 43,,
dZ. = 44. ...... 58.50 55 .35 .922 .89 .32 2 N S

05 Add stationar, covariance
,kitr-,n occasion, (b-. =

........ 58 -3 56 .35 .922 .89 .23 1 N S

LI:gR. odreodnes -of rie-.k LI15=.E- ad , usted goodness..of-fit rode\,

Chance ir. 1: fro. pre,-eding mode:
SCr, a- dn diru7 precedchnp mode

TABLE 2

Llr\-L L -- ,.kTE- FOF. F"\,L MOVL O\ OLDEF ADl LT ' MOOD STATE-

F ,c-ToF PA,'7EP\ %%VEIGHTS A .D L'\Q" E\ESSE.

Anxie!, Fatizue I Anxie,, 2 Fatigue 2 e

SFE..............10 C' 0 G 55-t -. S,
.,A 2.36".22 0 0 0 25.23 - 3.

. .36 .22 0 0 0 25.23' ,
F \T A 0 1.0" 0 0 1.22 1 .2-
FATE. 0 .81.07 0 0 4.3Y .63
FATC. . C, .84-05 0 0 1 32 .25
SPIEL: .......... C, 0 1.0" 0 4683 6 5r
A \X).-2 . .. .... 0 0 2.36t.2-' 0 25.23",2 3'-
AN\E . C) 0 2.36',.2 0 25.232 3
FAT- I ..... . 0 0 0 1.0" .55 .2
F ATE:. ........ 0 0 0 .81 .0- 261 4
F ATC 1 ............. 0 0 0 .84.05 2.40 .3,

FACTOR CO\ARIACE ,,iATIXL

Anxiet\ 1 Fatigue 1 Anxiet. 2 Fac' -

Anxier\ ........... 33.46J7,20 .69 .63 .4S
Fatigue I....... 9. 3 2 'k1. 6 3  5.5 I1 .73) .44 ""
Anxte, 2 ......... 21.03 (5.53 5.91 (1.62; 33.46"'7.20 .6
Fatigue 2 ......... 6.51t 1.63 3.95t .70, 9.32'1.63 5,5' 73

NoTE - denotes fixed parameter. Abbreviations SPIELI, SPIEL2 *, Spelrger Anxiet, St.ai Tim-rn ,
A\N A. ANXB:. AN\A2. ANXB2 - 8-Stte '.nxier\ Scales. Forms A and 8. at Times I and 2. FATAI FTh.
F.TC FATkZ. FATB2 F.ATE3 - Faniue item packets A. B. And C at Times I and 2

'Cunstrained equal regresson of b-state variables on Anziet
Constrained equal b-state measurement error variances
Value, abuse dia,"nal are Lactor €-rreiator.,

"Cunstrained equal Anxiet' iactot variances
Corsrainred equal voariance, of Anxier and Fatigue at Times I and 2

'Cunstrained equa' Fatigue (av.tor variances
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state measures and may indicate less lability As A .MA
in mood states in older populations. Never-
theless, the autocorrelations do not approach FMA Pfl w
the maximum of 1.0 even though a period of
onlN 1 month separates the measurement oc- 0C1 0C 2 0ce 3 0cc 4

casions. This level of stability can be con- 121.N .. 4) J.(16 .ae6.96
trasted with data on psychometric intelli-
gence in older populations reported by Auey-.14 Am"SI -.0 Anasietr .0 Anamioty

Hertzog and Schaie (1986), in which the auto- 0=c I ON 2 cc 3 Oce A

correlation of a general intelligence factor ex-
ceeded .9 over 7-year intervals! 16492) .. ) W.S) .981.96

The current analysis shows that the mod- F" I F"1 a 0T
erate levels of stabilit, in individual differ- 0cc I 0c Occ 3
ences is not a function of lack of reliability in
the state measures (see also Nesselroade et .0.0 0.0
a]. 191-. Nesselroade Pruchno, & Jacobs, Fic;. 2.-Representtion of Ansxier% scahr
19S5 Instead, it is attributable to labilitv of liabilities and latent variable stabilities as moode~t-
individual differences in latent states. b) Nesseiroade et al. (1985).

Younigrr adults' data.-In a second set of
data. both Forms A and B of the Curran and
Cattell 8SQ Anxiet-y Scale were administered the hypothesis of orthogonal factors-tiat i,
to 42 college student-, at each of four occa- by requiring all factor covariances to be fivt
sions of measurement (Nesselroade et al., to 0. The fit of this model, presented in tr.,
19S5.. Approximately 4 days elapsed be- last row of Table 3, was not significanti,
tween successi\ e measurement occasions. Al- worse than that of the preceding model C,:
though the sample size here is small for pur- complete parallelism in error variances
poses of confirrator\ factor analysis (see The young adults' data provide an e\ t
Tanaka. 19S-, in thiF issue", the data set is stronger demonstration of the differentian :
didactically useful. of stabihitv and reliabilit in state variabit.-

Our reanal\ sis focused again on the mea- such as anxiety.- The factor correlations oftL!...
surement properties of Forms A and B. Fig- latent Anxiety variable over time are so Ic,,,
ure 2 show,%s the basic model originally esti- that we cannot reject the hypothesis tha: d.,
mated b% Nesselroade et al. (1985,. We used factors are uncorrelated in the young a~
the same model on the covariance matrix~ of population, I and yet the reliabilities of ti,.
the alternate forms and tested the hypotheses anxiety measures are high. Finally%, in spite K--
of parallelism and stable measurement prop- these low covariances, there is still stationd:-
erties over time. Table 3 summarizes a set of ity in the variances of AnxietN over the fOU-
models testing parallelism in Forms A and B occasions of measurement.
within Occasions and over time. It appears Summary-The published literature
that Forms A and B have unchanging inea- and the reanalysis reported here present
surement properties over time, but that there chrn itr atrnltcwr a

is omeindcaton hatthe ar no pefeclx demonstrated the existence of state dimen-
parallel forms in this younger population. The sosta a erlal esrd hs
reliabilit of the scales is high. Based on the tediesosbhvwllhnaal2c

resltsfro Moel 3,we stiatetheeI,- with confirmatory factor models enabling as-
abiityof or A t 10 nd he elabiityofsessment of their psychometric propertit'

Form B at .87. From Model Y5 (complete pa aeroetetersut fteanlssj'
allelism), the reliabilit% of both forms is esti - Tae osgest thate rstaote meases l,
mated at .9-..pre ugs htth tt esrsh\

stable measurement properties over time. st.
Nesselroade et al. (1985) found that the tonary coviiance -ructures. and consld,

correlations among the Anxset\ factors across ably less than periL t stabilit of indiid-.
the longitudinal occasions were quite lo, differences. Thus, in state measures. lo\% st.
W e examined these correlations by testing bility is not a sign Of Poor measurement pro;i

1 A e are not suggesting the factors are orthogonal in student populations The St itlitil pow t-
of this test is not high. given the relatively small sample size The important point is that. even if 11.-
population correlations are not exactly zero, they are indeed small relative to the itliAbiis
Form., A1 Lnd P
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TABLE 3

GOODNESS OF FIT FOet ALTERNATIVE MODELS OF YOUC ADULTS* A'xiE-n

Model X df p GFI" ACFI" X2'  A I p

YI: Basic model (), for Form B
equal over bme) .... 14 11 17 .67 .93 .84 ...

Y2. Tau-equivalence (all A
1.0 ........................ 16.06 18 .59 .92 .84 1.95 1 N.S

Y3. Equal true scores (all
diagonal 6 over time! ....... 17.08 21 .71 .91 .85 1.02 3 N.5

Y4. Within-occasion parallelism
(F - F .. ..... 2707 25 .35 .87 .81 9.99 4 <.05

Y5 Complete Parallelisn ... 3-K 5, 25 .26 .85 .81 5.43 3 >1(1
Y6 Parallelism and orthwgcna

factor ................... 3 5 "  34 .24 .83 .8" 7. 0, 6 N S

• LlsFEL_ go: nt-ss-of-hi ndet

L t Ad.r sltet govdness-cf-S,- rnd ,
'Charnce ir. x: from precedinc mootl
'Cnar.,e ir. d," iror, preced.rg rnzt:

erne, of te measures but rather an indication This mode! is a first-order autoregress:%e
of a high dere- of labijit of individuals or. mode! because onl. relationships of laz I
r,- underlying state dimension Consider,- t- I to t! are strucrured ir. the model Trt
tion of psychological states require5 scienti t- autoregressive model depicted in Figure 3
to select carefultk research designs and tech- contains two possibilites for causal in-
niques appropriate for assessinc states and fluence, of latent variables on other latert
stat- measures. For exampit test-retest variables. cross-lagged regression, or simu -
coefhcients are invalid reliab.W-. estimators taneous regressions. In Figure 3, the dia, L
for state measures, given la5bilir of the states lines represent these simultaneous (or recip-
themselkes The imphcatiun of sttionariN rocal influences. It should be emphasizec.'
in the covanance structure of states are impor- that the model shown in Figure 3 is illus-.-
tan', with respect to the andi s s of longitud,- tie onl,. not all cross-lagged and simultar,-
nal &,, as %e sha.1h no di.Quss ous regressions show.n can be ider.fiec an-

estimated Whether one should model lagtec
Characteristics of Autoregressi,,e regressions. simultaneous regressions. o-
Structural Equation Model6 some combinabon of the two is a matter of

In this section w,,e examine closel the theory relating the timing of causal relation-
to the time interval in the panel design cseeunderlying assumptons of autoregressi~e Kesler &Greenberg. 19SI

models and demonstrate that a basic first- tes
order autoregressive model inadequatelk ac- Let us assume for the moment that the
counts for the fact that. in the Nesselroade et model shown in Figure 3. including only the
al. (1954, state data. the anxie' and fatigue autoregressions (solid lines is the true
factors maintain a moderately strong covaia-
ance with each other at the two time points. .,

Figure 3 shows a simple autoregiessive
model for two latent vanables "cross three " ..
btmes of measurement (for the sake of simplic-
it\ the measurement model is not depicted. ,, ' '

The basic feature of the model is that each ,
variable catses itself at the immediatel\ fol-
lowIng occasion of measurement. These auto. _'
regressions are the coefficients 1, 0,, 3. and.,
04 depicted b% solid lines. The latent vanable 0, .*
at any occasion of measurement. call it t, is a e
function of itself at the preceding measure-
ment occasion Fic 3 -Basi structurAl regTession rnol.

with autorerression coeiTcient (solid lines anr

I  = f 0' t - 1 "ros,-r,.' ",'.'.I n CCW ", , .n% IrLa,,heA hne'.
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model The model posits an initial covariance preserved. But if stability of individual differ-
between the two different latent variables ences is less than perfect-that is, if there are
(1 ), but these variables do not cause change in fact individual differences in change over
in each other over time. Hertzog (1986) re- bne--then the correlations among the latent
ferred to thi model as the isolated stability variables will decrease unless such changes
model, because there is nonzero stability in in the two latent variables are themselves cor-
each latent variable (modeled through the related due to mutual causal influence (as in-
autoregressive coefficients), but this stability stantiated in cross-lagged regressions' or
is an isolated autoregression not buttressed by mutually shared causes (other than the two
cross-lagged regressions between the two la- variables themselves).
tent variables This model has been discussed This argument is quite complicated, so
by Dwyer (1983) and Rogosa (1979) as an im- let us summarize: the implicit assumption in
portant null hypothesis model to be rejected the autoregressive model seems to be as fol-
before alternative cross-lagged or simultane- lo's: individual differences will remain per-
ous causal relationships between the van- fectiy stablr, and hence perfectly predictabl-febtey canlf bnd taken perecty redclv!
ables can be taken seriously through autoregression, unless externrie

The isolated stability model is an en- causes act to change the variables measured
tropic model in the sense that, in the absence in the system. Dwyer (1983) has characterized
of cross-lagged regressions, the covariance be- this assumption as one of temporal inerta
m een the two variables will steadily decrease The implicit corollary of this assumption is
oe: time unless there is perfect stability of that, if stability is imperfecL there has beer.
indl\ idual differences over time. For simplic- change in individual differences that car. b.
Mt, of exposition, we will deal for the moment modeled as a function of the causes of chan.
waIb the correlations among the latent vari- This is the apparent rationale for usino t-,
ables ' Assuming no omitted causes of the regression of the latent variable on its cause>.
two latent variables. the population correla- partialed for autoregression, as a measure of
tion betveen the two latent variables at Time the magnitude of causal influence (see Ke-
2 is sler & Greenberg. 1951?.

S= ¢, 1 1- Given our earlier discussion, this a-
sumption clearly resonates with a trait con.-

At Time 3, the correlation is ception of constructs and change in cc;,-
structs. Inertia, or stabilit\ of indiidui

P= 0, 1 3 54 differences, is expected unless other vahabt-.
a-t to change the underlying attributes beii.L

In genera:. the isolated stability model pre- measured. This is the basis of our conce-:
dicts decreases over time in the within-time with the standard autoregressive model fc
correlations among the two latent variables portraying longitudinallv measured variable:
unless each (standardized) 3 is ; 1; with an Under the trait conception, it makes sense t(.
infinite number of occasions, the correlation assume perfect stability of individual differ-
decays to the entropic minimum of 0. ences unless the system is perturbed b:

causal influences. This assumption appears to
What then caii account for the fact that in make sense for certain psychological phenon.-

some cases within-time correlations between ena. that is, those suspected to be endunng
latent variables stay the same (as in the Nes- such as stable attributes of individuals that
selroade et al. data' or even increase? Mathe- have reached a determined end state (i.e.. a
maticall., we have seen that variables in the stable individual-differences distribution
system will become increasingly less cOT- The assumption of inertial stability of ind1i-
related unless either (1)the correlations of the ual differences modeled via autoregressivt-
variables with themselves are 1.0 over time, coefficients makes little sense for fluctuant at-
or (2, through mutual causation (or ,'ausation tributes such as psychological states.
by variables external to the system), the corre-
lation among the variables is "built up.'" so to Recent developments in the methodolc.:
speak. The first case is one of perfect stabil- ica literature have demonstrated that autort -
ity-nothing is changing, at least at the level pessive structural equaton models should no-
of individual differences about the latent van- be routinely considered the method of chout
able means And if nothing changes. then cor- for analyzing change (e.g. Rogosa. in prec,
relations among different latent variables are FRogosa & Willett, 1985). Rather, use of a:

a The entopic nature of the model holds for covanances as well (,ee Dwyer. 19S3
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autoregressive model must be dictated by the The measurement model for all the autore-
nature of the research question and the char- gression models used was 03 (see Table 1)
acteristics of the psychological phenomena specifying parallelism for the eight-state meca-
under study. Rogosa and Willett (1985) have sures and correlated measurement residuals
criticized the rationale of the autoregression for the Spielberger and Fatigue scaes. This
model rather severely on the grounds that the mteasurement model may be considered a
partialed, cross-lagged regression coefficient, basis model for evaluating the fit of our auto-
removing autoregression, is a poor represen- regressive structural models. The best fit an
tation of change and the causal variables' in- autoregressive model could achieve is the fit
fluence on change. In fact, the), argue that it is of 03, which placed no constrtaints what-
often "too easy." to fit autoregressive models soever on the latent covar-iance matrix, that is,
to longitudinal data. all latent factors were allowed to covar . In

In thte nex ct-on wc wifl empiricauly Bentler arnd Bonett's (1980) terms, Model 03
examine the use~alness of the autoregressive is equivalent to a saturated model (one just
model with regard to the adulthood data of identified in its structural regression equa-
Nesselroade et al. (1984,. Given the stationary tions). Therefore, we can assess the adequac\

co\anace trctue tatwe identfied for th of our autoregressive models by testing their,
odaer ucture thd atoemgtb ote difference in fit from the basis measurement

rnistic that an autoregressive model with moe03(e rtg,18'
cros -]ac relations will fit the data. As we Our first regression model specified was
shall see. this is not the case. an isolated stabilit) model containing autc-

regressions but no cross-lagged or simultane-
Fitting Autoregressive Models to the ous regression of Anxiety and Fatigue on
Mood State Dai each other. Table 4 gives the goodness of fit, of

this model (Model Al). It did not fit well.
Our assessment of the autoregressiv'e especial]-, relative to the ongina] measure-

model' effectiveness in modeling mood mrit model (Model 03';. This lack of fit is to
states is based solel\ on the older adults' data. be expected-and even desired-for it indi.
reportedc b%. Nesselroade et a]. (19&4 . Given cates a lack of fit to the latent covariances of a
t.at wAe found no substantial covanance niull hypothesis model of isolated stabilit\
amon-g the Amxiet\ factors for the under- According to the logic of cross-lagged regre -
graduate sample studied by Nesselroade et a]. sion analysis, rejection of Model Al opens tht-
(19S5 , one could sa,, that the autoregressive possibility that cross-lagged regressions in-
model is tni.\ satisfied by modeling no as- valving Arixiet-\ and Fatigue are required to
sciation in the covan-ance Str-ucture with fit the data
autoregression coefficients of 0! The next model. A2, fitted cross-lagged_

%%.e fit a series of autoregressive models regressions as we]]'. It did not improve on the
similar to that shown in Figure 3 (for t-wo oc- poor fit of the isolated stability mode) (see
casion-s of measurement on]\ to the older Table 4)! Moreover, the cross-lagged regi-es.
adults' data from Nesselroade et al. (1984). sions were not sttistically significant.

TABLE 4

GOOD.ESS OF FIT OF AL-1ORECRESSIV-E MODELS FO OLDER ADULTS' MOOD STATES

Mode]lx df p CFt' ACEI' AX d'

Measurement model (03 from
Table 1........................58.18 53 M2 V23 .8Y . .

Al Isolated stabilir\ .............. 107.04 56 .00 .872 .82 488~6 3 .01
.U Cross-lagoed regression ........ 106.27 54 110 .872 .82 46.O09 1 <.(X::
A3 Simultaneous regressions at

Time 2.... .................... 6.71 5-4 00 .910 .87 1055 1 < (
A4 just-idenhfied cross-lag with

correlated residual, Time 2 ....... 58,18 53 .29 .923 .89 .. ..
A5 Isolated stabilit\ with corre-

lated residual, Time 2 ........... 58.2' 5W .36 .923 A8y .04 2 N 5

Li5Rk.L tuodness-of-fitinmdex
Li!,RLL adjusted goodness-of-fit index

'Chainge in X* fromn measurement model (03r
' Change- in df irom meaburemreni mode;
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It is possible that the time lag is too long the residual covariance). In kct, Model A5
in these data to detect the true influences of suggests that al relevant causes of Anxiet,
Anxiety and Fatigue on each other using and Fatigue have been omitted, excepting of
cross-lagged regressions. If so, then an obvi- course the effect of each variable on itself as
ous alternative is to specify simultaneous, re- reflected in autoregression. At this point.
ciprocal influences of Anxiety 2 and Fatigue 2 however, it seems appropriate to question the
(see Dwyer, 1983; Heise, 1975). An alterna- need for an autoregressive model at afll Th.
tire model, A3, specifing only autoregres- issue is considered further below.
sions and the reciprocal causal influences of To sumn,arize, the important conclusion
Anxiety and Fatigue on each other at Time 2, from this section is that the basic cross-lagged
fared much better than Model A2 but still did
not achieve the same level of fit as the mea- regression model that might be thought of a
surement model. Each of these models (A2 the standard" approach to modeling a txand A3' fit poorb in spite of the fact that they wave-two variable problem (e.g., Dw. er
have but 1 dfi the stfructural equations: both 1983; Rogosa. 1979) cannot account for ",-ha% bu I f i ih stuctralequtios: oth stationarv' covariance structure we identified
estimate nine parameters (the two latent vari- for the Nesselroade et a. (1984) dati
ance' and th- latent covariance at Time 1,
four regression coefficients, and two residual
vanances at Time 21. Alternative Approaches to Modeling

State Phenomena
Gi% en that we were limited in these data

to t-wo occasions of measurement, it was pos- If covariance-structures approaches are t,
sible to improve the fit of the first-order auto- be used to nodc' flux in psychologic, stae:
reg-essi\e model b\ adding a residual the arguments advanced here suppor. ti,t
covanance between Anxiety and Fatigue at need to examine alternatives to conventionaTimr This model, A4, fit exactly as well as ways of fitting autoregressive models to part'
the original measurement model (see Table data.
4 This equivalent fit was no accident hox- A different longitudinal panel desig,, -
e\ er a' it A as statistically determined by the One could argue that the successful modt.
fact that model A4 is just identified in the AS, provides an important suggestion as tc
st-uctural model The model created 10 the appropriate method for modeling cause-
unique latent variances and covariances and of mood states Given the salience of the cc,--
estimated in turn 10 structural regression pa- related residual between Anxiet. and Fatig-_.,
rameters-the latent variances and covarn- at Time 2. it appears that mutua causes of u,
ante at Time 1. four regression coefficients, two meid states have simpl\ been omitted
two residual variances at Time 2, and the re- from the model. The obvious suggestilc.
sidual covarnance at Time 2. In other words, then, is to expand the model to include the
the autoregression model was salvaged, but causes of the mood states at Time 2. The top
on]k by removing all restrictions on the latent panel (a) of Figure 4 depicts this alternat, e
covanance structure. However, both of the model. Given the standard rationale for the
cross-lagged coefficients were estimated to be autoregressive coefficients in the mode:.
equal to 0! Specifically, the regression of Anx- these exogenous causal influences determine
iet 2 on Fatigue 1 was estimated at .26 (SE change in mood states between the two oc-..
= .29.. and the regression of Fatigue 2 on sions. One could also expand the model t,
Anxiety. 1 was estimated to be -. 003 (SE - include these causes at Time 1 and mode'
.04:. Indeed. Model A5, removing the cross- their stability over time as well.
lagged regressions and specifying only the re-
sidual covariance at Time 2, provided an ade- However, our considertion of the di,-
quate fit to the data. Thus an autoiegressive tinction between trait and state variables ca!.
model can fit the Nesselroade et al. (1984) into question the !].gic of assuming tempor.).
data, but only if we are willing to accept (1) inertia (stability.) of the state variables o'e-
isolated stabihit in autoregression and (2) the time. If the concerns regarding autoregressI\
residual coanance as theoretically\ meaning- models raised by Rogosa and colleagues ie c
ful specifications. Rogosa & Willett, 1985), among others. ar,

valid, then one should not assume that th,
Ho%% would we interpret the residual autoregressive model is an optimal statistic.

covanance" In structural regression analysis, method for measuring change. In that cast
it is common to argue for residual covariances one must consider whether it makes sense 01,

under the assumption that there are omitted logical grounds to argue for temporal inerti,
causes of the variables in the model that are (stability) for state variables. If not, then usage
shared bermeen the variables (thus producing of autoregressixe models would appear to bt
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FIG 4 -Altemnati~e causal mo-dels for the mood state vanables a. a model includinR autorev-eso"
and simnultAneous causes of mood b, an Alter-natise model eliminating Autoregpessions entirei.
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contraindicated. Is it the case that one's mood which tend to remain the same unless acted upon
at Time 1 directly causes one's mood at Time foii without). [P. 457]
2? The answer to this kind of question de-
pends upon what one's theor) about psycho-
logical states says about the behavior of states Clearly, the concerns raised by Hargens
in the time interval between Times 1 and 2. et al. (1976) extend beyond methods of e-
In the case of mood states, if the interval is a timating measurement error and are consi-
matter of minutes. Ud,,, p,,s there is ap- tent with the arguments given here regarding
preciable inertia. If the time interval is a mat- the utility of autoregressive models for stait
ter of months or years, then inertia per se variables.
seems unlikely. Mood states could be cor- We recommend that the common prac-
related over time, but probably not as a direct ice of using first-order autoregressise model-
function of carryover effects from moods ex- for panel data be preceded by: (1) careful Ioc- -
perienced some montl-s pnor. cal analysis of the assumptions of tempor. r.

This logical analysis leads us to suggest inertia implied by this t'pe of model, and
that an entirely different class of models ma' consideration of alternative models suc,.
be needed for panel designs measuring the one presented in Figure 4b. Where t}.
changeable phenomena such a5 psychological endogenous variables in the panel desig-r ar.
states.-namek. design, that completely seen primarily as transient states. determine-
eliminate autoregressi' e coefficients. The by concurrent or temporally lagged, situatio
lover half b, of Figure 4 depicts an example ally-specific causes, the routine applicati.,. ,.
of &,is ahernative modeling philosophy. The first-order autoregressive models may be bi2
determinants of mood states are modeled as illogical and unwise
having concurrent (simultaneous) influences Of course, psychological variables m.--
The model allows for autocorrelation of mood contain both, statelike and traitike comp
states over the time interval, but only as a nents. In such cases, a pnon consideranu,:. c-
function of the correlations among the deter- the existence of such state component- a-
minant- of mood across time. One could. of well as theorizing about possible influence c,!
cour,., posit and model autoregressise rela- transient, statelike influences on these cc.'
bonships among the determinants them- ponents, may suggest panel designs in whic.
selhes. if doing so were justified on theoreti- these influences are direcf] measured Te
cal grounds scientists such as ourselves, such state comp-

This class of model has actual]\ been nents might be of central interest a a p- -

evaluated b% Hargens. Reskin. and AJhson mar> focus of the research. But the t.
(1976 in an analysis of measurement error in oriented scientist would be well advisec
panel data on scientific r-oductivi Analo- under such circumstances, to identif, and rt-
gous to the results report._d here. Hargens et move such components of variance from ttt
al. (1976, had difficult-s fitting a first-order "inertial" endogenous variables of intere-"
autoregressive model to Nearl\ data on This adjustment could. in theory. be accor.
scientific productivit, (as measured by van- plished by a measurement model identif in;
ables such as the number of publications per the multiple components and their deterri;
year Full consideration of the alternatives nants (as in the multtrait-multimethod dt-

considered b\ Hargens et al. (19761 would be sign; Joreskog, 1974) or by including the sut,
impossible here, but a citation of their main antecedent variables in the model, as in Fic-
conclusion seems appropnate. ure 4b, but retaining the autoregressive pat:

to represent the traithke component of &,f
psychological variable. Failure to account fc,"

Recent models for the estimation of measurement such statelike components would necessan'l
error from panel data assume a lag-1 autoregressive bias statistical estimates of causal influenc(
in the true-score variable with unco.-related distur- and autoregressive stability.
bances We believe this assumption will usuall. be
problematic for sociological variables that t'picalls Modeling states at the intraondit id:,.
are determined b. other variables having stabilim level.-A qualitatiel% different alterna-:;
over time . e have presented a model [that] has been in the literature for 40 years but h,,
assumes a first-order autoregressive process among recently begun to receive renewed consider,,
the disturbances and an absence of an% lagged ef-
fects in the true-score variable This model seems tion, namely, structuring the flu) in stt d
particularl appropriate for variables like scientific rectly at the intraindividual level Termed I
product vits, which must be created or produced technique by Cattell (Cattell, 195.5, Cat-:.
ane" for each time interval, in contrast to variables Cattell, & Rhymer, 1947), this approach i,-
tha hase an internal principle or stabili-s (i.e, volves collecting data by assessing multip':.
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attributes of one individual over many occa. tions in state variables. If within-person vari-
sions of measurement (see also Nesselroade, ability can be first structured at the individual
in press; Nesselroade & Ford, 1985). (idiographic) level by multivariate analysis

The covariance matrix generated by p_ techniques and then examined for between-
technique data represents the covariation of person differences and similarities, it opens a
occasion-to-occasion changes in different at- promising alternative to the study of general-
tributes of the individual. It can be analyzed izability across individuals and the construc-
by confirmatory factor analysis. Latent vari- tion of nomothetic relationships (Nesselroade
ables that are identified by such procedures & Ford, 1985; Zevon & Tellegen, 1982).
manifest, by definition, coherent intraindi-
vidual variability (lability), in the sense that Summary and Conclusion
such lability is consistent over multiple indi- The analysis of the developmental pro-
cators or the latent variable. Under some cir- cess can be approached in a number of %%a\s
cumstances (e.g., Cattell, 1966), occasion-by- Statistical analysis of covariance structures is
occasion scores on these latent variables one set of important techniques for this put-
(factors scores' can be estimated and sub- pose, as this special issue suggests. In t1,1.
jected to further analysis. article we have delineated the distinction be-

P-technique, due to its direct focus on in- tween trait and state dimensions and its in,-
traindividual change, provides data for mod- plications for the statistical modelinc' oflonci-
eling *stead\ -state" variability in the organ- tudinally measured behavioral attributes.
isn, and both temporary. and permanent FirsL state measures behave lawfuli'
chanees in stead\-state variabilit'. B> com- The\ can manifest desirable measuremen.
bining P-technique with the group design properties of reliabilitN and validit-. wh~il
onentation in the form of concurrent P- reflecting a considerable amount of labilit of
technique studies of several individuals, one score at the intraindividual level Such labi'-
can capitalize on the strengths of both idiog- it" runs counter to conventional, trait-onented
rap ic and nomothebc approaches to the conceptiriis of measurement and model, o,
stud% of developmental change (Nesselroade development. However, it cannot be di-
& Ford. 1985. Zevon 6 Tellegen, 1982). Ex- missed as merely "error of measurement
amination of interindm'idual similarities and
differences in the characteristics of the latent Second. the possibilit. must be recog-
\anable, provides a basis for answering some nized that the individual differences mea.-
important questions concerning the nature of sured at any given occasion can represer,!
general izabilit, of intraindividual change pat- labile characteristics as well as the more sta-
terns o'er the facets of individuals and occa- ble, traitlike attributes. The failure to recog-
sions (Nesselroade, 1983,. nize and model this possibilit, can lead to

biased estimates of the parameters of traitike
Histoncally. P-technique data have been attributes, including stability of the latent

modeled primanly by means of simple factor- construct and reliability of its operational e\-
analysis procedures. Although the results of pressions, thus clouding the description and
such analyses have proven to be psychologi- interpretation of data and related inferences
caly. interesting and meaningful (,attell & about the nature of change.
Scheier. 1961; Roberts & Nesselroade, in
press, Zevon & Tellegen, 1982), the practice Finally, our article has questioned the va-
has been criticized (Anderson, 1961 lidit> of standard autoregression models for
Holtzman, 1962, Molenaar, 1985) because it change in psychological states. There is no
does not account for the possibility of autocor- doubt that autoregressive models wi]l con-
relations of variables in time series (some- tinue to fit many kinds of developmental phe-
times termed "nonindependence" in the nomeria-namely, development of psycho-
time-series literature). However, recent de- logical traits. When that happy circumstanc-
velopments (.Mc.krdle, 1982, Molenaar. 1985 occurs, there may be no reason to dovrnpl..
appear to provide the means for treating such their importance as descriptiVe representati .7.
statistical problems. It is our hope that this of a temporal process (but see Rogosa & C
class of models for single subject behavior lett, 1985.
will enable researchers to structure the in- What is at doubt is the universal vahd:t.
traindividuil labilit% inherent in states as a of autoregressive models representing chan !(
complementary and viable alternative to the over time in behavioral data We have axrue-
expanded panel designs shown in Figures 4a that dimensions along which indidual dii-
and 4b for modeling interindividual varia- ferences are displayed are not homogeneous
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and uniform. Two important and related ways Bender, P. B., & Bonett D. C. (1980). Significance
that variables differ are: (1) temporal charac- tests and goodness of fit in the analysis of
teristics, and (2) antecedents of change. The covariance structures. Psychological Bulletin.
assumptions regarding these dimensions in- 88, 58-606.
herent in traditional autoregressive models Biddle, B. J., & Marlin, M. M. (97.Causa!-
appear to be more applicable to variables ity. confirmation, credulity, and structur.'
characterized by high stability. and temporal equation modeling. Child Development, M8.
inertia (traits) rather than variables with low 4-17.
stability and high degree of situational and Blalock H. M. (1970). Estimatting measurementer
temporal specificity (states). ror using multiple indicators and several poin.,

Explicit recognition of the differing tern- ini time. American Sociological ReLieu. 35.
por~ chraceritic imlie bythetrait--te 101-111.poalchrateisic iplebyteai-ae Bower, C. H. (19811. Mood and memorn Amnerscc.

distinction serves to warn us that sole reliance PsychologW, 36, 129- 148
on the traditional, trait-oriented concepts of Catel R. B. (1952;. The three basic factor an.'"!
differential psychology. will not necessari'k

lea toan ccuateporrayl o exantdifer- research dessins-their interrelations aT,.' C'
lenceto amng individuotrals Ratheant dfer- ri-vatives. Psychological Bulletin, 49. 4%~-5.v
estaing o nh individuals nudfer- Cattell, Ft. B. (19%:. Patterns of change. Measu~v-staning f h,,% nd hy idiviual difer nent in relation to state-dimension. tr-
from one another requires attention both to change. labilir. and process concepts Irn RsI
dimensions of intraindividual variabilitv and Ctel(E.,anboofmtzat e;-
to theit antecedents of intraindividual variabil- mental psycholog (pp 35-402 Ch1L.;
it\. Obviousl%, to account for both the tran- RadM ak
sient and the more stabie components of indi- Rnd caL

vidal ifereceswil rquie orecomle Cattell. R. B., Cattell. A k S., & Rhymer. F N!
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Stability and Change in Adult Intelligence: 1. Analysis
of Longitudinal Covariance Structures

Christopher Hertzog and K. Warner Schaie
Pennsylvania State University

We address two questions of central interest in adult intellectual development: the equivalence of
psychometric tests' measurement properties at different Ages, and the stability of individual differences
in intelligence over time. We performed a series of longitudinal factor analyses using the LISREL
program to model longitudinal data from Schaie's Scattic Longitud 2 Study. The resuits indicate
complete invariarce in the ;oadings of five subtests of Thunione's Primary Mental Abilities batter)
on a general intelligence factor. Individual differences in general intelligence were highly stable over
14-year epochs. w-th standardized factor correlations averaging about .9 between adjacent 7-year
testing intervals. These results indicate that most individuals in this relatively select lonlptudinad
sample maintained their reLative ordering in intelligence.

One of the central questions in adult development regards the cation of differential patterns of aging and the isolation of the
stahit. of adult intelligence-does intelligence decline ith age, causes of such differences.
and if so. what is the magnitude of individual differences in pat- Measuring stability of individual differences in intelligence is
tmsn of change ic g.. Botwinick. 1977; Horn & Donaldson. 1980; somewhat more complex than measuring mean level stabilt,.
Schaie. 1983) The debate in the literature on the development Although sequential sampling strategies using repeated. inde-
of intelligence during adulthood has focused primarily on the pendent cross-sectional samples can be used to assess mean level
stability of mean levels of intelligence-is there indeed decline, stability (e.g., Schaie, 1977; Schaie & Hertzog, 1982), stabilit
on average, on different intellectual abilities, and if so. what is of individual differences can only be addressed by following in-
the magnitude of such decline (e.g., Baltes & Schaie, 1976; Horn dividuals in a longitudinal panel design, Cross-sectional designs
& Donaldson. 1976. Schaie & Hertzog. 1983)? The attention can only measure magnitudes of individual differences-as in-
paid to stabilit', of mean levels ofintelligence has perhaps diverted dicated by the variances--at a single point in time. At any given
the field from focusing on a different, critial-and in some senses point in time, individual differences can be conceptualized as
more critical-type of stability: stabdittv of individual differences being determined by an earlier individual differences distribution
in intelligence. How large are individual differences in magnitudes and by subsequent individual differences in developmental change
of age changes in intelligence during the adult years? Some de- (see Baltes, Reese. & Nesselroade. 1977). Only a longitudinal
%elopmental psychologists have suggested that adult development design, by directly measuring change at the level of the individual.
is characterized by increasing heterogeneity and by substantial can be used to estimate the proportion of individual differe,-tes
individual differences in patterns of age change in intelligence due to individual differences in change during preceding time
and other cgnitive capacities and skills (e.g., Baltes, Ditlmano- periods (see Hertzog. 1985; Nesselroade & Labouvie. 14-5;
Kohli. & Dixon. 1984: Hertzog, 1985; Schaie. 1983). Enhance- Schaie & Hertzog. 1985).
ment of op:.mal intellectual development through intervention This study was designed to provide a careful and detailed ex-
e.g. Schaie & Willis. 1986) requires as a first step the identifi- amination of individual differences in intellectual change during

adulthood. It also focuses on a second, critical issue identified

This article reports data collected as part of the Seattle Longitudinal by developmental methodologists regarding the assessment of
Stud. which has been supported over an extended period of time b% change over time in variables such as intelligence. The issue is
grants from th. National Institutes of Health, the National Institute for whether the constructs under study, and the measures of those
Child and Human Development. and the National Institute on Aging constructs, are actually isomorphic at different ages. Can we as-
Our work is currenly supported by Grant ROI-AG4770 from the National sume that intelligence is the same construct at ages 25 and 75?
Instiute on Aging. Even if intelligence is unchanging, or continuous (Kagan, 1980)

Our thanks to William Meredith for advice and comments on our across the adult life span, is it the case that psychometric measures
statistical models and results, and to an anonymous reviewer for helpful of intelligence are equally reliable and valid as measures of in-
editorial suggestions. The cooperation and su oen from members and telligence at different ages? Baftes and Nesselroade (1970) iden-
stff of the Group Health Coopenuve of Project Sound is gratefully c- tified thi issue as one of measurement equivalence-can we as-
knowledged.

Correspondence concerning this article should be addressed to Chris- sume invariant measurement properties of empirical measures
topher Hertzog. who is now at the School of Psychology, Georgia Institute at different parts of the life span (see also Eckensberger. 1973)?
of Technolog,., Atlanta, Georgia 30332. or to K. Warner Schaie at S-I 10 As Baltes and Nesselroade indicated (see also Schaie. 1977; Schaie
Human Development Building. The Pennsylvania State University, Urn- & Hertzog, 1985), the optimal method for assssing measurement

, N.Ai, . . ,, itAR equivalence is comparative factor analysis, in which the invan-
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160 CHRISTOPHER HERTZOG AND K. WARNER SCHAIE

ance of the factor structure of the psychometric abilities is as- variance matrix. The first step mol'es evaluation of the mea-

sessed. As discussed elsewk here (e.g.. Cunningham. 1978; Schaie surement equivalence of the observed 'ariahles Measurement

& Hertzog. 1982. 1985). the best approach to the invariance equivalence may be assessed by (a) evaluating the adequacy of

problem involves the use of confirmatory factor analytic methods the model postulating isomorphic occasion-specific factors i i e..

to test the hypothesis of age-related invartance in the factor the same number offactors with the same configuration of factor

structure. loadings at each longitudinal occasion) and (b) determining the

This is the first in a series of articles describing our use of plausibility of a model constraining these factor loadings to be

covariance structures methods to analyze patterns ofchange and equal (invariant) over all longitudinal occasions. These factor

stability in adult intelligence using data from Schaie's Seattle loadings are raw-score (unstandardized) regression coefficients.

Longitudinal Study (SLS). In this article we describe results from and invariance of these coefficients (sometimes termed metric

a longitudinal factor model that may be used to assess (a) the invariance: see Horn, McArdle. & Mason, 1984) implies un-

measurement equivalence of the Thurstone Primary Mental changing relations of the observed variables to the faclors (Mer-

Abilities battery used in the SLS and (b) the extent to which edith, 1964; Schaie & Hertzog, 1985). Procedures for assessing

individuals in the SLS vary in patterns of intellectual change the fit of these models are described later in the article.

during the adult years. The Primary Mental Abilities test was Given that the hypothesis of measurement equivalence is ten-

developed by Thurstone and Thurstone (1941, 1949) to measure able, the second step in the longitudinal analysis shifts attention

factorially pure, but intercorrelated, intellectual abilities. As- to the factor covariance matrix. The diagonal elements of this

sessment of factorial invariance and stability of individuals with matrix-the factor varances-reflect the magnitude of individua

the Primary Mental Abilities is particularly relevant, given the differences at each longitudinal occasion. Changes in factor van-

influence of Thurstone's work on the field of psychometric in- ances would therefore reflect changes in the overall magnitude

telligence. Our findings strongly support the measurement of individual differences over time. The stability of individual

equivalence of the Thurstone battery across much of the adult differences across longitudinal occasions is reflected in the co-

life span. We also showk that there is a surprising degree ofstability variances of factors with themselves over time If the covariance

of individual differences in intelligence in participants from the of a factor at Time I with itself at Time 2 is large and positive.
kind of long-term longitudinal sample obtained in the SLS. then individuals are preserving their relative order about the factor

Our conclusions are based on results from a set of relatively mean between Times I and 2. On the other hand, a zero or near

complex longitudinal covariance structures models of the type zero covariance would reflect a high degree of flux in individual

deveicped by Joreskog and co-workers (e.g., Joreskog & Sbrbom, differences between Times I and 2. As show n lv Balte, Peese.

17"7) The lonFitudinal factor model developed by Joreskog and and Nesselroade (1977), a zero co-driance would he consistent

others (Joreskog. 1979. Jureskog & Sdrbom, 1977) may be viewed . ith larita , i.-;-, differences in the patterns ofdevelopmental

as a generalization of other longitudinal factor analysis (e.g., change during that time period.
models b% Corballis. 1973. Corballis & Traub, i970). To set the Given that the SLS is a sequential study, in which multiple

stage for our report, we must first summarize the methodological longitudinal samples have been followed over time (see Schate.

features of these models and how their parameters may be used 1979, 1983). it is possible to expand :he longitudinal model to

to assess stabiltit and change in individual differences over time consider longitudinal changes in muliiple age groups The ex-

Isee also Hertzog. in press: Horn & McArdle, 1980; Schaie & tensionofthe modelto multiplegroupanaysssha-sbeen descri)'ed

Hertzog. IQ85i. by Joreskog and Sorbom ( 1980). and is relatively straightforward

Let us assume that an investigator has collected multiple mea- The advantage ofa multiple groups anal~sis in the present context

sures of one or more latent variables in a longitudinal design. is that it allows us to address the issue of age invariance in factor

The measures ma. or may not be identical at each longitudinal structure both longitudinally, within a group of individuals, and
measurement occasion. although in the SLS the same measures comparatively, across multiple age groups "he longitudinal

"ere collected at each time of measurement. The relations among samples we analyze include adults of a wide span of chronological

these variables must be represented by the covariance matrix of ages who have been tested three times over a t4-year period.

the obsersed %ariables (a correlation matrix should not be ana- These multiple samples allow us to examine longitudinal in-

INzed. Joreskog & Sorhom, 1977). Given this kind of replicated variance in factor structure over I4-.ear epochs. %hile also ex-

longitudinal design, confirmatory factor analysis may be used to amin.-ig factonal invariance over the adult lire-span by comparing
specify and estimate a longitudinal factor model with the follow- the factor structures of multiple age groups
ing features

First. the same factor structure is hypothesized to exist at each Method
longitudinal measurement occasion. This structure is represented
in the Jactor pattern matrix, which contains the regression coef- Subjects

ficients mapping variables on factors (factor loadings). In the The subjects in this study were participants in the Seattle Longitudinal

analysis we report here. a general intelligence (g) factor was mod- Study conducted by Schaie and associates (Schaic, 1979, 1983) The par-
eled at each longitudinal occasion. The factors thus specified in ulation consisted of members of a health maintenance organization
a longitudinal factor model are often termed occa.ion.specific (HMO) in the greate Seattle. Washington, area To minimize the prob-

factors In addition to the factor pattern matrix. the basic lon-

gitudinal model includes a factor covartance matrix, describing
the relations among the factors within and between longitudinal The model can be extended vithout difficulty to include different

occasions, and a residual covartance matrix. The primary pa- numbers of common factors at each longitudina occasion, but that ap-

rameters of interest are the factor loadings and the factor co- proach is unnecessary in our anal s.
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Aklt ofslection differences oser time. the population was defined as Table 1
2H members of the organization as of 1956, the initial year of the longi- Repararneteri zed Sequential Sample for
tudinal studs. All participants were unpaid volunteers who answered A uluiple Group Anab isis
questionnaires and took part in a psychometric testing conducted in a
single session. The ilolunteers were recruited from a randomly drawn Mean age
sampling frame or the lIO membership. stratified by age and gender. Cohort
The participants wkere adults spanning the age range from 20 througs 74, Sample (mean birth year) 0. 0, 0, n~
at first test, and representing a range of socioeconomic and ethnic groups.
Houeser. probabiliss sampling was no( employed. and the sample Vim Group 1 19l 0. 37 44 109

2 915. 32. 39 .11
therefore not necessarily representative of the entire lIMO population. 1 1924 32. 39. 46 216
As was generally true of the Seattle population circa 1956. the sample is 2 1938 25. 32. 39 22
prcdominanthk Caucasian and, reflecting the membership of the HMO, 2 1931 32. 39. 46 40
contains a higher propoirtion of middle- and upper-income individuals
than did the total Seattle population. Further deails on the population Group 2 42. 49. 56 160
and sampling procedures ma% he found in Schaic (1979. 1983).1 191709 46. 53 6 27

2 1924 3q. 46, 53 5I
Sequential Samtpling Design 2 1917 46. 53, 60 so

The longitudinal samples studied here are a subsett of the sequential Group 3 58. 65. 72 143
samples collected in the SLS. Briefly. the design of the SLS consisted of 1 1903 53. 60. 67 2

repeated sampling fcorm the pulat'icn at 7-vear intervals, beginning in 1189 6. 7. 74 1
956 and continuing through 1984. Each sear of testing, a new crosw 2 1910 53. 60. 67 48

sctioinal sample *-as drawn from the population, and all previously tested 210 0 7 4 I
ndtsIdUals were contactedl an.) recruited for participation in the longi- 2 1896 6i7. 74. 81 21

*,-.iinal panel Thus, each independrnt cross-secioinal sample wvas; trans-
tirmcd into a muliiple-cohoi longitudinal sequence (Balies et al.. 1977) Note 0, = first occasion of measurement. 0:. second occasion of mea-
* . repeated testinrg of the same individuals. We restrict our anal~sis here surement, 03 = third occasion of measurement.
to lo .sa riudinal samples Sample I consists of 162 subiects

in ;4, ' 45A . r and tl-0. and Sample 2. 250 subjects testea in
5tIQ-i' and lq77 The data from the two longitudinal sequences used only one of I ISREL's two-factor analksis measurement models In

v..rr -i-ned into a hsbhridl sequential data matrix given in Table I LISREL notation, the measurement model may be specified as
I hi, -,itmion created three age groups Iyoung, middle aged. and old)
for Simultaneous an)alss:s These age groups %ere formed under the as- X = A 6.+( I
simption (,' no ~o. tdiffercoces in factor structure Although it would which in matrix form specifies a q-order secor of olt'serscd %ariables. s

ha~ehee deirae toie~ fo boh ag-reate an cohrl-elaed ea- as a function of their regression on n latent %ariables i factorsi in 4. with
,ure, n equa~cre ampl sjf ere nsuficint or uch urpses regression residuals 6. The q itn matrix i contains the regression civef-

.ic(atcd chane-, in factor structure seemed more likely, a priori, and fictents (factor loadings). Equation t implies that the cosariance matrix
earlier nrtk supriceted the assumption of no cohort differences in factor of the observed variables in the populations. 1. maN he exprewsd as

rtuimrc ,Curninlgnirn & Birren. 19901, As can be seen from Table I.
dIa!4 tronr ditfcreri t-!rth cohorts were pooled to obtain the age groups. 2;t = A ±tk +3 (2)

where A is as before, ti is the cosariance matrix of the 4. and H4 i:he
I aerobicsccr~artance matrix of the 6. Equation 2 is a restricted factor analksis Mn2'dl

N, rll 1 !reer-c-imiricbater allof he ubjets eread- that can be extended to multiple groups lioreskor. 0- II
'rivi~c pa-I or #4 arnr'corc batrs llo th in e Rsueact ,soceread The parameters of LtSRELts restricted factor anais model are esti-

rnstcrd Ilena Ailiisero .4IA tex.Fr AR M Scienc Resarhussoiaes& mated by the method of maximum likelihoiod rovided that a unique
Prim ary e 194-r AbTie I4 P \tA, tn ues ~ Form A M I I- l oI hr i an e & solution to the param eters has been defined b% placing a sufficient num ber

time an ha~ inifcantsped cmponntsin aultsamles Schie, of restrictions on the equations in Equation 2 to identif%' the remaining
lime an hae sgniicat seedcompnens i adlt ampes ~ehiC. unknowns. Restrictions are specified b% either iai fixing parameters to a

Rosenthal. & Perlmar 19511 They are (al Verbal Meaning-a test of known value a priori (e.g.. requiring Ithat a variable is unrelated to a
restignition siveahulars. (h) Space-a test ofspatial orientation requiring factor by fixing its regiresion in A to 0l or (bl constraining a set of two

mentl rtaton n a ~o-imesioal pane le Resonig-2tes Of or more parameters to he equal. The equalitt constraints ma, he applied
inductive reasoning requiring recognition and extrapolation of pattemrs to any subset of parameters within or between groups. which provides
of letter sequences idi Numbr-a test of the ahtlitN to solve simple two-
column addition problems quicklk and accura .tely and lId Word the basis for specifying a model requiring invariant factor structures he-

rlucc - tet nItheatiit% o rtrive wrdsfro semnti meory tween multiple groups or across longitudinal occasions las needed, for
fluec~- tet ct te aili~ t retiev wods romsemnti meory example, to test the hypothesis of measurement equivalence). Oseriden-

according to an arbitrarv s~ itactic exile. Scoring protocols followed the rited modlels twlich have more eestrictions than are necesary to identify
P'vl A manual Verbal Meaning and Reasoning are scored in terms of the the model parameters) place restrictions on she hypothesized form of 1,
number of correct responsses. Sptace and Numbee are scored by subtactinlg which may he used to test the goodness of fit of the model to the data
commission errors from the total number corroc1 and Word Fluency is usnthliehodet aiucDfercsinh-qaebtwnrcid

usingd he likelihoo teat statstac Dioeene iniue ah-suar betree geneated
scord b salsig te toal f uiqu. amiasblewors Keraed. models (models that have the same specification, with additional restric-

tions in one model) may be used so test the null hypothesis that the
* Sbatlivicol Procedures restrictions (e g.. constrained equal factor loadings) are true in the pop-

ulat ion.
All of the models described were tested using the LISREL v program In multiplegroup,loni~tudinal facsoranal sis. t is necessary tomtimate

of Joreskog and Sorbom, 1198 1) The analyses reported in this article factor models using covartance metric and sample cos-aranoe matrices
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ti-;,r ihan to analie separately standardized correlation matrices been termed auiocorrelaied residuals ISoirbom. 1975: W, iley &
Standardizationcould obcure n mvant factorstructuresbecauseofgroup Wiley, 1970). That is, given that it is likely that the occasion-
differences in obsered %ariances (Joreskog. 1971), and would not allow specific factors will not account for all the reliable variance in
evaluation of longitudinal changes in factor variances. To estimate raw the observed variables, then it is plausible to expect that the
score factor pattern weights and factor variances, one must identify the residuals (specific components) for an observed variable will cor-
metric of the factors b, fixing a single regression in each column of A to relate over time. In other words, we expected a residual covariance
a constant (convententlN. 1.0). and then interpretsults while consrdeaina
the metric of latent and observed variables. The analyses reported here between the residual for Verbal Meaning at Time I and the Verbal

do so Nevertheless, as standardized factor loadings (etc.) are easier to Meaning residual at Time 2. a residual covariance between the
interpret, we provide parameter estimates that have been rescaled to a Time I Space residual and the Time 2 Space residual, and so
quasi-standairdized metric. usinasAsftOcmAiX program forscaling on. This residual pattern was especially likely, given that we are
longitudinal factor analyses.' This rescaling preserves longitudinal con- estimating a second-order g factor, as in this case the residual
sirantson paameer estimates but returnsscaled valuesforfactorloadins will include variance in the primary ability not accounted for
that ar similar to standardized factor kAnts. We also report maximum by g. In fact, one would expect from the literature on abilities
likelihood estimates and standard errors for ctain models so that the that the communalities for variables like Space and Number
reader may evaluate (a) a null hypothesis that each parameter is equal to determined by g would be relatively small.
zero. or (b) that group differences in unconstrained parameter am sta- The initial model, denoted 0, specifying a diagonal matrix
tistically reliable. In general. parameters that exceed their standard errors
bya ratio of2:1 Ia reliably different from zero at a 5% (per comparison) of unique varianes provided an exceptionally poor fit to the

alpha level. data (we Table 2). The poor fit was underscored by the fact that
the estimated factor covariances were greater than the corre-

Results sponding factor variances (which implies the logical absurdity
of correlations greater than 1). We therefore estimated Model

The longitudinal models wc estimate are designed to test the 02, specifying autocorrelated residuals in the residual covariance
properies of the second-order general intelligence factor (g) from matrix. The impi ovement in fit was substantial, change in x2( 15.
the PMA identified by Thurstone and Thurstone (194 1). A first N = 162) = 898.64, p < .00 1. Indeed, the overall chi-square test
step , as to determine that the g factor was an adequate repre- statistic was no longer significant, and the normed fit index was
sentation of the covariance structure of the five PMA subtests. .96, indicating that nearly all the covariance in the sample data
Bechtoldt (1974) and Corballis and Traub (1970) worked with a matrix was accounted for by the model.
itwo-factor representation of the PMA subtests, although Bech- At this point, our interest shifted to testing hypotheses re-
toldts work included an additional memory variable that was garding cross-occasion invariance in the parameter matrices. The
not included in the 1948 PMA. and Corballis and Traub's two- principal hypothesis of interest with respect to measurement
factor model appeared to produce a very weak second factor, equivalence involved the invariance of the raw-score factor pat-
Nevertheless. we considered it necessary to evaluate the suffi- tern weights (factor loadings) in A. Model 03 relaxed the con-
cienc' of the R factor model before proceeding to longitudinal straint that the factor pattern weights be equal across occasions.
analysis. To do so, we used an exploratory factor analysis of all The difference in fit was nonsignificant, indicating that the h)-
first-occasion cross-sectional data from the SLS (N = 2,202) to pothesis of equal weights could not be rejected.
estimate an unrestricted maximum like!ihood factor solution. Given invariant factor pattern weights, it was meaningful to
I he results for the one-facior model clearly indicated that the g ask whether the factor variances were stationary. over time, in-
factor sufficientlk accounted for the cvariance structure, X2(5, dicating consistency in the magnitude of individual differences
A = 2.202) = 6.18, p < .25; Tucker-Lewis reliability = .997. on g. Model 0. tested this hypothesis by constraining the diagonal

elements of the factor covariance matrix to be equal across lon-
gitudinal occasions. This hypothesis %%as reje,':ed (see Table 2l.
Thus we concluded that there were changes in the magnitude of

Prior to anal.uzing the multiple age groups, we first analyzed individual differences over occasions We were also able to reject
the longitudinal factor model for the entire Sample I. This anal- the null hypothess that the factor covariances were equal (see
ysts permitted us to evaluate the structural model prior to en- Model 0, of Table 2).
gaging in the more complex multiple group models reported Next, our attention turned to the parameters in the residual
later in the article The basic occasion-specific model is depicted covariance matrix. Our first hypothesis was that the residual co-
in Figure I. The g factor was specified at each longitudinal oc- variances could be constrained equal over occasions. This hy-
casion. The metric of g was defined by fixing the loading of pothesis, if tenable, would suggest a high degree of stability of
Reasoning on g to 1.0. The remaining four factor loadings at individual differences in the ability-specific residual components.
each occasion were freely estimated, but were constrained to be As can be seen in Table 2. Model 06, imposing the equality con-
equal across longitudinal occasions. By design, the loadings of straints on the residual covariances, did not fit worse than the
all of the other variables (e.g., Verbal Meaning at Time 3 on g Model 0), indicating that the hypothesis of equal covariances
at Time I) were fixed at 0. The factor covariance matrix was
freely estimated, and the residual covanance matrix was specified
as a diagonal matrix of unique variances. " Briefly. the scaling is accomplished by pooling estimated latent var-

We hypothesized in advance that this model would not fit the ances and estimated observed variances to obtain caling maties. Pooling
data because of the diagonal specification for the residual co- is done over multiple groups, as in Joreskog (1971). and also cvr Ion-
variance matrix. It is well-known that longitudina factor models iptudinal occasions A set of scaingequations and a listing of the scaling
of the type we are working with are likely to require what has program is available from the first author on request.
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b, b2  63 6, 6, 6 b , 67 ,,6 6. 62,, 6 ,5

91 g2 93 7 A 114 I

F'vi,r- I Initial longitudinal factor model specifying gtnera itelhrnrce factor (g) at each of three longitudinal
iccasions. ISubsequent models include covariance, among corresponding residuals [e.g.. 6, o,, ,,] o',er
time I

could not be rejected Finall.,. we tested the hypothesis of Ion- cepted model (06) are given in Table 3. All factor loadings are
gitudinal invariance in the residual variances. This hypothesis significant, but the rescaled factor loadings for Verbal Meaning
stipulates that longitudinal changes in the variances of the ob- and Reasoning are clearly larger than the rest. This pattern is
ser .ed variable- could be attributed to changes in g factor vari- consistent with the factor analytic literature on second-order
ance alone I his model, labeled 0, in Table 2. was rejected as ability factors (eg.. Horn, 1978). and parallels the findings of
an equivalent representation to Model 0,. We concluded that Thurstone and Thurstone '10 41).
there were occasion-spectfic differences in the unique variances This pattern is also reflected in the standardized residual vari-
as wNell as ir the factor %ariances. ances, where the smallest residuals (largest communalities, are

The fact(.- loadings their associated standard errors of the ac- associated with Verbal Meaning and Reasoning. Note also the

Table 2
Godnci-ot-Fif Siat ti for. Aternative Longitudinal Afodels

Model x: df P P. Comparison dx r AP

., , dial (y, 9' $4 95 .000 .574 .- -

oi -. )3' 810 80 .27 962 0,-0 898 64 15 < 00 1 l
0':'%, 82.98 72 .17 .964 0,-0, 4.22 8 .002
0,(.A, =diag$ , =' i1290 82 .013 .951 0'-0 2570 2 < 001 Oti
0s(A, ' -=) 121.78 84 .005 .947 0,-,4 888 2 < 05 .004
UtA, =. co _F) 97.16 90 .28 .958 0.-"G 996 t0 is .00.4
0t= , =b) 129.21 1(0 .026 .944 0,-0 3205 10 < 05 .014
* Bentler-Bonet normed fit inde.

Indicates nonzero factor pattern weights in A constrained to be equal om Lime (t).
Indicates the residuals in ( specified as ur-correlated (we text).

'Indicates autocorrelated residuals in 0. This specification was continued in Models 0r-, as well.
* Indicates fator variances in , constrained to be equal over time.

Indicates factor covanances constrained eqlial, and factor variance constrained equal o%= time.
* Indicates ovariances among resduals constrained equal omu time.

Inicates resadual vanances constrained equal o time, and reidutal cowanes constrained equal o r me.

D-5



164 CHRISTOPHER HERTZOG AND K. WARNER SCHAIE

Table 3
Factor Loadings and Residual tariances for the Longitudinal Factor Model (0.)

Factor loadng Residual variances'

Test USREL aszmate Rescaled loadingp Time I Time 2 Time 3

Verbal Meaning 1.540 (0.100) .838 .318 .348 .240
Space 0 994 (0.109) .556 .751 .666 .652
Reasoning 1.00 (-) .378 .269 274 .162
Number 0.928 (0.108) .518 .760 .763 .674
Word FluencN 1.108 (0. 133) .520 .774 .735 .682

'Calculated as the proportion of residual variance (estimated) to toWtl vartance (estimated); I - (residua variance) - the cornmunalit)
Standard errors in parenthese

'Fixed parameter

longitudinal decreases in residual vianaces for all variables, sug- homogeneous covariance matrices. M - 402.77. F(240. o)
gesting that the communalities of the primary ability variables 1.59. p < .0001. This result made it likely that there indeed were
determined b%, g increase over time. The high degree of stability group differences in some of the factor analytic parameters
in indvidual differences is reflected in the high factor cwvarances, The longitudinal factor model investigated in Sample I wa
,hich are provided in Table 4. Standardized. these covartances used in the multiple group analyses. However, rather than pre-

reflect correlations of greater than .9 between g at each longi- sume the equivalence of residual covariances (as in Model 0,
tudinal occasion Clearl). there is not mach change in the relative above) we chose to begin with these parameters unconstrained
ordering of indi'.iduais on general intelligence over the 14-year Our rationale was that group differences in the residual ccvari-
per iod ance structure might have been obscured tn the single sample

The re-sults of this model were succesfully cross validated in analysis Rather than presume the constraints, we chose to eval.
Sampie 2 Rather than report these results, we move immediately uate them anew in the multiple group model
to discussion of the muluple group analysis. Our basic model, then. posited the specification of Model 0I

of the Sample I analyses an occasion-specific g factor (with no
Afu/:ipic Group .4 na'vsts longitudinal constrints on the factor loadings). a freel esumated

factor covariane matrix. and a residual covariance matrix wsth
The analyses in Samples I and 2 sugges almost perfect stabit. free unique variances and autocorrelaied residual covariance-s

of indoduai differences in intelligence, both at the g factor and This model %%-as specified in each of the three age groups, with
test-specific component levels. These analyses combined mdi- no additional constraints on the parameters across the groups
%iduals spanning the adult life span, however, and it was possible The model was therefore equivalent to running the longitudina
zhat the wide age range served to maximize the apparent stabilitN factor model separatel. in the three groups
of indi idual differences In particular, it was possible that dif- As can be seen from the first entr, in Table 5. this mode!
ferential change in the late-middle-age/old-age ranges was oh- denoted M,, provided a relativel good fit to the data. allowing
scured bN the high degree of stability across most of the adult us to conclude that it was a reasonable representation of the
life span The multiple group analyses were designed to examine covariance matrices in each group We therefore proceeded to
tne stabilit, of indi duaJ differences in more homogeneous age test fc- invariance in the g factor loadings Separate tests of the
ranges The also afforded us the opportunity of looking at age equalit% of the factor loadings across age grours (Model M.) and
group differences in the factor analysis parameters. One might longitudinally across ocasions (Model M l did not fit worse tha
expect that there vould be a greater opportunity for age group the model with no constraints on the factor loadings (see Table
difference in factor loadings--ven the age ranges spanned by 5). For both tests, the combined change in chi-square %as actuallh
our groups-than for longitudinal age changes. just less than the change in degrees of freedom, ) 1(32.

We began b. testing the equality of the observed covariance I = 412) = 29.82. ns. We therefore concluded that the g factor
matrices across the three age groups Box's test suggested non- loadings demonstrated complete age equivalence-being invan-

ant both longitudinally and between age groups
Our next set of models examined invariance in the factor co-

Table 4 variance matrix. Model M. requiring age group equivalence in
Factor Covariance MatrLx (and Correlations) for the the factor covariances matrix (both variances and covariances).
Longitudi nal Factor Model (0,) significantly degraded the fit to the data. requring rejection of

Factor ft 9the null hypothesis of age group equivalence. We next tested a
F - #less restrictive model, positing group equivalence in factor van-

91 28 624 i4 137) 0945 0.91 "  ances but not in covariances. This model (M,) was also rejected
. 2' 723 13 9831 30.062 (4338) 0.972 Finally. Model I,, placing no group constraints on the vartances

91 31.776 (4531) 34.528 (4.787) 41.938 ,5 7281 but posiung longitudinal equality of vananc nwithin each group.

ote g, is the pneraJ factr at Time I, g is the geneal factor at Time was also rejected by the data (see Table 5) We should note that
2. R, is the general factor at Time 3. Standard erron in parenthes none of these models greatly degraded the fit, as judged b) the
Values abow the diagonal are tandardszed factor crrelauta. normed fit index change of .01 or less (see Bentler & Bones'
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Table 5
(odnes;-of-Fit Statmitus tor Models Wth Multiple Groups

Model X. df p p. Comparison a xA d. p sA

M, (all free)' 257 85 216 .027 .951 - - -
M"8A, =9 294 24 240 .026 .946 2639 24 ns 005

M,(A, =d) 28' 68 248 .042 .945 MJ-M2 3.44 8 n, W I
M4o* =3 3"9 65 260 .002 937 MK-M3  41 97 12 < (1 008
M(varo I) 310.68 254 .004 .941 M,-M 3  2300 6 < .01 VA
Mtvaro, =1) 301 28 254 .022 .943 M#-MJ 1400 6 < .05 .002
M,3, =l 4s8 85 308 .000 .913 M?-M 3  171 17 60 < 001 c32
M.;cove, =Y 331 77 278 .015 .937 Mr-M) 44.09 30 < 05 O()8

Bentler-Bonett normed fit index.
Indicates no betwee-n-grourps equality constraints among parameters.

'Indicates factor loadings constrained equal between groups.
'Indicates factor loadings constrained equal between groups (as in M2) and constrained equal over tme (this specification maintaned in Models
M-M,).
' Indicates factor covariance matrices constrained equal between groups.
'Indicales lactor -ariances constrained equal over groups.

Indicates factor -arances constrained equal over time tn each of the groups.
Indicates entire residual covariance matrix constrained equal oe groups.

' Indicates residual co'ariances for test-specific components constrained equal o6a time.

1980 Nevertheless. the loss of fit. judged from the likelihood casions. specification that the residual covartances form a singie
ratio chi-square test., was significant. These results indicated that common factor may not fit the residual co,,ariance structure)
the factor cosariance matrices should neither be taken to be sta- The advantage of the test-specific factor representation is that it

tionary over time nor equivalent across age groups. enables one to separately estimate components of ,ariance as-

Finally. we pursued the residual covariance structure to assess sociated with g. stable variance in the primary ability, and a
the stability of the residual variances and covariances across time. residual consisting of unstable variance plus measurement error
A preliminar, model. M,. specified group invariance in all three (see Hertzog. in press).
parameter matrices (A, 4 and 8). Compared to model M 3 , this We reessimated model N13 (invariant factor loadings only,) with
model tests the age group equivalence of the residual covariance tst-specific factors. The parameter esumates and standard errors
matrix. The hypothesis was convincingly rejected. Our next step are provided in Tables 6 and 7 Given the fact that the hypothesis
%has to evaluate the plausibility of a model constraining the re- of invariant g factor loadings had been found plausible, we were

sidual covariances to be equal between different measurement entitled to assume measurement equivalence and to evaluate the
occasions (as was the case for Model 0, in the single sample remaining parameter estimates with respect to the issue of sta-
analysis). Model M placed these constraints on the residuals. bility and change in intelligence. Several points of interest re-
The loss of fit %%as marginally significant at she 95% confidence garding the stability of individual differences emerged. First. the
leel We concluded that the model specifying equal covariances factor covartances were again extremely high. indicating a great
had mis the mark. but not by much. Thus, unlike Model 06, degree of stability in individual differences in g over the , 4-year
we could not treat the residual covariances as invanant over interval for all three age groups. Standardized, these factor cor-
longtudinl occasions in the multiple group analysis. Apparently, relations are approximately .9 (or greater) for all groups (see
both the residual variances and covariances differed by group Table 7)
and over longitudinal occasions, although the loss of fit due to Table 8 summarizes the stability of individual differences by
group constraints was clearly much greater than the loss due to reporting the correlations. rl, and the estimated autoregressive
fitting invariant residual covariances over longitudinal occasions coefficients predicting g from the previous longitudinal occasion.
in each of the groups separately. As can be seen from Table 9, the r2 is larger for g2 to g3 in all

An alternative method for approaching stabit) in the residual groups, accounting for 92% of the variance in gi in both the

covariances is by specification of a model positing both occasion- middle-aged and old groups. The predominance of stability is
specific and test-specific factors (e.g, J6reskog & Sorbom, 1977). underscored by the regression coefficients reported in Table q
Figure 2 depicts the factor pattern matrix (A) associated with a As suggested by Kessler and Greenberg (1981), we have expressed
combined occasion-specific and test-specific factor model for the raw-score slope coefficients in terms of the stability and, as
these data. A given variable loads both on the general factor and gven in the last column of Table 9, the regression of the change
its own test-specific factor (i.e., a Verbal Meaning factor, a Space scores on initial scores (e.g., the regression of g3-g on g2). This
factor, and so on). This parameterization of the residual covari- latter coefficient, if negative, suggests regression to the mean: if
ances is plausible if one argues for a special relation among the positive, it suggests increasing differences between individuals
residuals over time-a first order autoregressive structure (see that covary with initial differences. Table 6 shows that the raw-
Jbreskog & Sorbom, 1977). Addition oftest-specific factors places score slopes were very near 1.0 (suggesting high stability) and
no additional restrictions on the residual covariances given that that the change slopes were near zero (suggesting lttle change
there are only three occasions of measurement (with more oc- variance predictabl' from initial scores). In both the middle-
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FACTORS

.. 92 g V 5 N W

V1 A1 0 0 A, 0 0 0 0

SA 0 0 0 A, 0 0 0

R, 1 0 0 0 0 A, 0 0

N, A3 0 0 0 0 0 A,, 0

Wt A4  0 0 0 0 0 0 A13

V2  0 A, 0 1 0 0 0 0
S2  0 A2 0 0 1 0 0 0

R, 0 1 0 0 0 1 0 0

N2 0 A3 0 0 0 0 1 0

S W, 0 A4  0 0 0 0 0 1

V3  0 U A, A0 0 0 0
S3  0 0 A2  0 A, 0 0 0

R0 0 1 0 0 Ao 0 0

N3  0 0 A 0 0 0 A,2 0

W, 0 0 A4  0 0 0 0 \,,

1 ,s' c 2 Factor pattern matrix for model including occasion spec:fi- and tet-soscf laclors
Hs and I's are fixed parameters, X's are estimated b) the model)

aged and old groups, the change slopes were slightly negative for all age groLps, the old grop showed an interesting pattern of
R, and R,. suggesting slight regression to the mean. and slightly (a) greater variability in g at initial measurement and (b, in-
positive from g: to e). suggesting some egression from the mean creasing variability over time
(the rich getting richer, the poor poorer. as it were). In the young An alternative wa, of looking at stabi' is the decomposition
group. the stabiities were lower, albeit still impressively large, of variance in the model including ho! -ccasion-specific and
and the regression to the mean was consistent across time inter- test-spec-ftc factors As can be seen in Tatai- 9. the preponderance
v.als of R variance at the second and third occasions of m-asurement

The patterns of stahiltt and change identified in the regression is stable va-iance predicted b, individual differences at the prior
coefficients vere mirrored in the factor variances, which exhibited measurement occasion. Given that we were studying the second-
different patterns of change across each of the groups. Factor order g factor, it is relenant to ask about the stabilt, of the residual
variances decreased in the young group, but showed reliable in- components, reflecting the five primary ability factors from the
crea-ses from he second to the third occasion of measurement PMA Table 9 reports the decomposition of variance on each of
in both the middle-aged and old groups. This increase in g vari- the 15 observed variables for each group into proportions of (a)
ance was consistent with the regression from the mean suggested g-related var=ane, (b) stable test-spoific .anarce, and (c) residual
from the regression coefficient& The decteases in variance and variance. The g-related variance components are actually the
the regression to the mean pattern in the young group may reflect communalities of the observed variables with respect to the g
the mild ceiling effects on Verbal Meaning and Reasoning that
we have observed in the youngest age groups in .be SLS oegi- One concern e had was that the patterns of factor v. nanees igt
tudinal samples. he due to the different apr sgwn for the oldest group (ise - ble I I \,e

Third. factor variances vaned in magnitude between t thefor reanalyzed the data using only the two oldinst coh.s in Samples
groups The older group was generally more heterogeneous (had I nm 2 to form a smaile, old group The redeiniuon of the old group
greater individual differences i. g) than were the young and mid- did not eliminate the higber variances in g for the old, but did attenuAtr
dIe-aged groups Taken together, these results suggested that al- the IoriltudinaJ increases in variance This analys is discussed in more
though there was significant nsabtlity of indvidual differences in dewal in the secood article in thLs ries (He "iOg & Schaie. 1986)
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Table
Fact... tadi,:i h',r ifdel ith Occasion-Specific (g) and Test-Specific Factors

Test Test Test
Variable g g 0 (Young) (Middle aged)' (Oldf

v, 1.659 (.098) .767 1.032 (.129) 0.921 (.122) 0,650( 193)
S, 0.948 (.087) .438 1.001 (.084) 0.908 (.107) 1. 136 (208)
R, 1.000" - .777 0.752 (.174) 1.120 (.151) 0.708 (.199)
N, 1.463 (.106) .588 1.005 (.086) 0.962 (.058) 0.935 (.084)
W, 1.340 (.118) .485 0.667 1.102) 1.049 (.102) 1.046 (.104)

V, 1659 (.098) .767 1.000* - 1.0001- 1.000 -
S, 0948 (.08') .438 1.000* - 1.0000 - 1.000" -
1, 1.000" - .777 1.0000 - 1.000* - 1.000 -
N2 1 463 (.106) .588 1.000O - 1.000 - 1.000* -
W"2 1.340 (. I 18) .485 1.000D - 1.000" - 1.000 -
V 1,659 (.098) .767 0.971 (.120) 0.820 (.1 17) 1.042 (.323)

S, 0.948 (.087) .438 0.965 (.089) 0.770 (.095) 1.130 (.211)
R, 1.000

° - .777 0.920 (.208) 1.006 (.133) 0.740 ( 196)
N, 1.463 (.106,) .588 0.970 (.080) 0.868 (.053) 0786 (.074)
W 3  1.340 (.118) .485 0.988 (.126) 0.925 (.086) 0928 (.092)

.%ote Standard errors are in parentheses. Asterisks denote fixed parameters. Subscripts on variables indicate loritudinal ocasjon (I - Time I, 2 -
Time 2. 3 = Time 3). V = Verbal Meaning& S - Space: R - Reasoning, N = Number. W = Word Fluency

Factor loadings for occasion-specific general factor (g). Estirmates aie corstained equal across the 3 longitudinal occasions.
Rescaied generat iactor loadings.

'Test-spectfic factor loadings for each age group.

factor The variance associated with the test-specific factor rep- of stability in the primary ability (test-specific) domain. For ex-
resents stable vanance across occasions specific to the primary ample, although only about 14% of the young group's variance
abiliv, The residual variance represents a combination of mea- of Space at Time I is determined by g. 72% of Space's Time I
surement error variance and unstaole specific variance (the two variance is determined by the Space test-specific factor in the
components cannot be disentangled in this analysis). There are young group. This indicates substantial stability in both the g
several points of interest in Table 9. First, the communalities of and test-specific domains. Proportions of stable test-specific
the g factor increased substantially in the old group relative to variance to total g-adjusted variance are given in the right-hand
the Noung and middle-aged groups (and showed a tendency to column of Table 9. Considering that these proportions are con-
increase over time longitudinaly as well). Thus g determines taminated by measurement error, the proportion of stable vari-
mott of "the "arTance of the observed measures in the old than ance in the primary ability measures independent ofg is indeed
in the ,oung. Second. those variables with the lowest communal- impressive. Finally, the unique variances show some evidence of
ities for g (Space, Number. Word Fluency) show very high levels change in the primary abithies, but in many cases the proportions

of unique variance are close to what would be expected to be
the magnitude of error variance, given the reliabilities of the

Table 7 measures reported by Thurstone and Thurstone (1949).
Factor Coarianct, .farri'ej for Occasion-Spec fic
Factor in Eacth .1c Group

Table 8
Correlations and Regression Coeficients Indicating Stabilit)

Nbung of Individual Differences in g

I5 048 (2.86PI 0 887 0930 Group r, r) I -r 2  
",

IH ,S6 j- 40Q) I 959 (2 421) 0.933
11 Q51 2 3651 10 690 (2.179) 10.970 (2257) Young

Md, g1, .887 .787 .213 0 791 -0 20
Middle a93ed k. g .933 .870 .130 0.894 -0.106

16 '97 (2 6911 0.927 0960 Middle aged
Si 16 204 (2.549) 16761(2,652) 0959 6,2 .927 .859 .141 0.965 -0.035
91 16 786 (2 61)&i 16 760 (2 591) 18.204 (2798) g, 11 .959 .920 .080 1.000 0.000

Old

Old 1, 9 .944 .891 109 0952 -0048
L-, .959 .920 .080 1 069 0069

23 54,6 3 595) 0944 0885
92 22 405 13 427 )  

23.941 (3 713) 0959 No Stabilities are shown for 7-year intervals betw adjacet longi.
9, 23 4.42 3 5981 25.589 (3.814) 29 769 (4.335) tudinal ooaions.

* Simple iorrlation of scre for adjacent ocasions.
Note Standard error are in parentheses Vajues above the diagonal at Simple reireson of later ocxon on earle occmon (unstandarduid)
factor correlauon, standardzed independently in each ap group. Rt' esson of cha, wm on earier ocaso (unsndarized)
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Iable 9 Discusston
Estimated Ibriance Components From Final
4ulti pie Grour Model The results of the present study present a relatiwely coherent

Variable T est-specific' Unique' Stable lwslle picture-one of measurement equivalerce and stability in ps -
choenetric intelligence. as measured by the Thurstoness 1 448

Young Perimary, Mental Abilities test, in a'ulthood. We found that it
w.as highly plausible to model the factor loadings of a general

9, 76281't .543 .333 .124 .729 intelligence factor as being invariant, both longitudinal and
S. 98 688 .I13' .7.14 .139 .839 across multiple age groups. We also found a high degree of sta-
R. 2' 518 .547 .186 1268 .410 bility of individual differences across the adult life span.
N 114 to' .292 .591 .12, .823 The finding ofinvariance in the gfacilor loadings is important
%k, 13,09' ItQQ .332 .470 .414
I' 1 62008F .531 .385 .084 .821 relative to the suggestion in the literature that the fundamental
S: 103 5:2_ 10- .689 .208 .768 measurement properties of the psychometric tests change over
R; 2' 832 400 .325 .246 .569 the life span (e.g.,Bates & Nesselroade. 1970; Demnming &Pres-
,W i 482 _ 1 6 . 204 .63 .7 .79 se). 1957; Schaie, 1977). As shown by Meredith (1964), under
N. 6358'_ 4'5 .354 .111 .674 selection of subpopulations prom a population for which an iso-
S IN4 8-- fl94 .634 17~4 .69S morphic common factor moK.el holds, the multiple subpopula-
R, 240--l .45. .318 .225 .586 tbons will have an invariant unstandardlized factor pattern matrix.

9t, %'Q! .244 .652 AN0 .862 Meredith's work implies that one must reject the hypothesis of
V. 5 89 23 .20 25' 7i3 metric invariance before one is justified in concluding that the

Middl ap~dgroups have qualitatively different factor structures. One cannot
Middl a~dargue for qualitative group differences in measurement properties

- - .5C .273 Q8 -681 if the hypothesis of metric invarianice cannot be rejected In con-
S Q- I!, .8 .36Q .559 trast. we found the hypothesis of metric invariance to be strong]%
R 32 I .- .2(99 84 .448 supported b our data. Our results therefore suggest that. %hhat-

N. 1(36 C .58Q .112 W84 ever the faul Ls inherent in the constructs of psychometric intei-
\ik, i54 S- lOS .502 .304 .6:3
N S. 8 411 50 '4 .304 .133 .696 ligence. measures of psychometnc intelligence seem to be inea-
S. 92 42( ls- .680 .11- .832 sunng basically isomorphic constructs with similar measurement

P. >%~5 266 15, .629 properties at different age levels
Q. V .5"9 l! .832 One could still. of course, argue that the constructs measured

6~ ~ ~ 56 1' qf. 2 3 ~ pcoercitliec aeo iie tl npeitn

s. ~ ~.39- .42 4-16 intelligent behaviors in adults le g. Sternberg. 1985) Ne~erthe-
".. 5.m .256 .10 .6:,4 less, our findings do not support the notion that psychometric

N 'S 2 116 .82 testing of abilities in older populations is invalid because one is

measuring qualitivelk different constructs with unstable inea-

Old sures Our conclusion must be qualified b% the f~ct that our
assessment of factorial invariance is specific to the second-order.

;J~'93 .08- .2Is .239s g factor. We cannot assess the invariance of the primar% abhit
1-2' .4s 4(f- 4t5 factor loadings from our data Wie therefore cannot rule out the

1 44 19 lS 2 ( 333 possibilit, of nonequivalent measurement properties at the pri-
I C*<Q 4-' 441 .16 .'62 marx abilitN level, although, given the staiiht indicated b% the

V. t'l 11, .5! 6 .,:t .0 5~
) 4 '3 .14 243 411 test-specific factors, the likelihood of measurement equivalence

S; _ 42't 2'S- .292 .431 44 in the primary abilit% factors seems quite high Data we recentlls
R ~ 105 .665 201 13 .600 collIected on an esxpa nded abi Iiti ba tte as pa rt of the 19 84 S LS
N I Q 34- .30p 49 .136 77 assessment should help us address the measurement equivalence

Si . ;~2'K 21 .05 .14 70: issue at the primarN abiliv. factor level.
1: ->'4 t,4' 82, .1 .514

S; '4 196 .385 .25F .59c, The finding of factorial invariance is relevant to the factor
R; 3F F2 '3 I.CA 113 479 analytic literature suggesting de-differentiation of abihii. factors

1Q1 54 .33 .53 .' in old age (Reinert 19701. The de-,differentiation argument states
%k. 151 5:1 353 .438 .208 .678 that ability factors coalesce, or collapse, tow-ard a general intel-

ligence factor in older groups. The early literature on this phe-
.o~e -esurmated vsrianct of obsvved variasble V -verbal meaning, nomenon w-as plagued b% methodological inadequacies (Cun-

S - space R - reasoninig N - number. %k - word fluenc- Subscripts
oni varnables indlicate longitudinal ii o (I - Time 1. 2 - Time 2, ningham, 1978; Reinert. 1970, Schaie & Heruzog 1985). Recent
3- Time 31 comparative factor analysis work by Curnighamn ( 1980. 1981 ).
Prarxirion of sarianre due to p using confirmatory factor analysis methods, suggests that thenc
Proportion of variance due to tensp~ecific factor is little evidence for gross collapse of the factor space-the same
Propoton~ of variance unique lto the obwved variable The sim of the

thiree peipo-ttans V-related, temst-pecific. uniquieIit 1 0 number of factors are needed to model ability variables in old
Popoi o( vaiac no detrmined bry g that Ls dete-mine b) ub groups, and the loading patterns are highly. smiLar Our results

te-pe~i factor are consistent with Cuningham's hodinp in suiggesting invan-
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ance in the raw,-score regressions of variables on ability factors. Table 10
both across age groups and longitudinally within age groups (see Primary Ability Factor Correlat:on; for the Three .4ge Groupt

also Cunningham & Birren, 1980).
Cunningham (1980. 1981) reported evidence for a mild form aeai Word

of dc-differentiation-that is, increased factor correlations in the

older groups. Our finding of increased communalities for g in Young (M W - 37)
the old group is also consistent with this mild form ofde-dif'er- VerbaJ Meaning I
entiation. To clarify the relation, 9m report in Table 10 corre- Space .115 I
lations among the primary abilities obtained by a confirmatory Reasoning .559 .455 I
factor analysis specifying test-specific factors. As can be seen in Number .390 .239 .489 1

Table 10. there is a pronounced tendency for factor correlations Word Fluency .531 .034 .425 .334

to be higher in the old group. Crude indexes of this tendency Middle aged (M ap - 49)
are the average correlations of .36 for the young group, .39 for
the middle-aged group, and .54 for the old group. Nevertheless, Verbal Mea .9ng ISpam .29% 1
it must be emphasized that the primary thrust of the de-differ- Reasoning .711 .479 I
entiation argument-qualitative change in the nature of ability Number .419 .248 .441 
factors-is neither supported by Cunningham's findings nor by Word Fluency .508 .039 .439 .308
our own.

The age-related measurement equivalence in the PMA allows Old (M aW - 65)

us to make unambiguous interpretation of the stability of indi- Verbal Meaning I
vidual differences in g over time. Clearly, individual differences Space .593 1

Reasoning .838 .6 IM I
in general intelligence are highly stable across 14-year longitudinal Number .666 .528 .62" 1
epoch for three age groups (spanning most of the adult age Word Fluency .557 .290 .202 .450
range) The stability coefficients indicated that approximately
90"-' of the c variance in the middle-aged and old groups was
consistent heteen adjacent 7-year testing intervals. There is,
then. litut indication in these data of any substantial degree of is still possible that a given individual will buck the tide. and
sariabthtv it: develomental trajectories in g. Moreover, the sta- exhibit less change in g than his or her same-age peers There
bility of individual differences in the PMA ability-specific coin- may also be more variability in the primary abilities than in the
ponents in our longitudinal model suggest a high degree of sta. higher order intelligence factor. One can see in Table 7 that the
bdlo in individual differences on the primary abilities as well. test-specific stabilities were in some cases smaller than the sta-

Although these results clearly limit the degree to which one bilities for g in the same age interval. In the old group, for ex-
could argue for a substantial degree of interindividual differences ample, the stability of the Space test-specific factor seems to be
in intraindidual change in psychometric intelligence in adult- smaller than the stability observed for Space in the young and
hood. it would he overstating the case to argue that these data middle aged. even though the stability of individual differences
demonstrate a lack of variability in change functions across the in g is. if anything, greater in the old group. This result may
adult life spin For one thing, it is well-known that the longitu- indicate slightly more variability in the patterns for the Spatial
dinal samples of the SLS are influenced by a substantial degree Orientation ability tapped by the Space test (see McGee, 1979).
of experimental mortality (Schaie. Labouvie, & Barrett. 1973), These data are not optimally suited for assessing primary ability-
causing the participants in the 14-year studies to be relatively specific change, however, because unreliability due to measure-
select with respect to ability levels. It is highly likely, given the ment error cannot be separated from instability in the ability in
relatively long 7-.ear retest interval and the nature ofthe sampling the analysis we have reported. In any case. we must be careful
procedures, that individuals in terminal decline or suffering dif- to emphasize that there is considerably more consistency than
ferential los, of abilities due to severe illness will have dropped inconsistency in age changes in all age groups, and for all PMA
out of the longitudinal sample (Hertzog, Schaie, & Gribbin. subtests. Finally, we can- it the possibility that individual
1978). The high degree of stability we observed in this study differences in cha," Jat matter, changes in factor load-
may he specific to more select, healthy subpopulations of adults ings), occur in oloii 4-- toeyond 80) not represented in this
and may not generalize to the population at large. Moreover, our study.
sample size was sufficicitly small that we were forced to pool The invariancc a.. L.- PMA g factor loadings and the stabilty
over relatively large age ranges to form our age groups. Such a of individual differences in intelligence contrasts sharply with
procedure maximizes individual differences at the initial ma- patterns of mean age changes found in the SLS (e.g., Schaie.
surement occasion and may have obscu;ed some degree of het- 1983; Schaie & Hertzog, 1983). Schaie has consistently found
erogeneity in developmental trends. We note, however, that the variation in mean patterns according to age, cohort, and time
estimates of stability did not differ greatly between the Sample of measurement. Moreover, these mean changes have been found
I analysis and the age-partitioned multiple group analysis that to vary in magnitude for different abilities. The difference in
reduced individual differences produced by wide age spans. findings underscores the critical distinction between stability in

Of course, as McCall (1981) pointed out. even stabilities of .9 means (i.e., on average, no a changes) and stability of individual
allow for a greater degree of crossover of individual curves than differences. In normally distributed variables, stability of the
might be expected by social scientists. At the ind,.idual level, it means and stability of individual differences (as measured by
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Stability and Change in Adult Intelligence: 2. Simultaneous Analysis of
Longitudinal Means and Covariance Structures

Christopher Hertzog K. Warner Schaie
School of Psychology Pennsylvania State University

Georgia Institute of Technology

We analyzed data on psychometric intelligence from the Seattle Louwtitudinal Study, simultaneously
estimating longitudinal factors, their covriance structure, and their mean lievels. Data on five Thur-
stone Primary Mental Abilities subtests we avamla~te for 412 aults,~ ages 22-70 at firs-, test, who
we-re tested three times at 7-year intervls. A previo~s lontudinal factor analysis had shownt high
stability of individual differences (ovairiance stability) in general intelligence for three adult age
groups We extended that model to estimate factor means. Al] three Wgrpou shwed high levels
or covariance stability, but differed sharply in their mean profiles. The young group showed increas-
ing levels of generai intelligence, the middleaged group had stable level of intelligence, and the old
grour showed salient, approximately linear, decline. The patterns of stability in middle-age. followed
bN mean decline and high covariance stability in old aW, suggest a normative devlopmental transi-
tion from a stability pattern to a decline pattern of genera intelligence. with the inflection point
occ uring somewhere arou nd age 60.

An important issue in the study of adult intellectual developi- metric tests and identified statistically significant chariges in
menit concerns skhether levels of intelligence remain stable with multiple psychomnetrically defined abilities For all five subtests
ad~ancing age There is general agreement that the average level ofThurstone's Primary Mental Abilities (PMA: Thurstone. &
of performance on certain psychometric measures of intelli- Thurstone, 1949), declines in performance (whether measured
gence declines %ith age. although there is great debate as to (a) by longitudinal or cross-sectional sequences) wer-e negligible
the ubiqut of decline, (hI. the proper interpretation of decline until after age 50. Declines that wvere observed after age SO' were
in psychometric performance. w~hen it occurs, and (c) the prac- small, but became increasingly large after mean age 6Q A some-
itcal importance of the magnitude of age-related decline (e.g.. what surprising result, given earlier cross-sequential resulss
Balies. Dittm..n-Kohli. & Dixon. 1984: Botwinick, 1977; from Schaie's data, was that the longitudinal seque-nce sug-
Dixon. Kram'- & Baltes. 1985; Horn. 1985; Horn & Donald- Sested decline after mean age 60 in all PMA subtests. although
son. 176. l9bv. Schaie. 19F3). At the center of the disagree- the decline began later for the PMA subtest Verbal Meaning (a
ments in the literature regarding aging and intelligence has been test of recognition vocabular) Schaie and Het-tzo-g H19F31 ar-
Schaie's longitudinal studies of aging and primary mental abili- gued that these results required bome minor modification of
ties (see Schaie. 19S3). The debate between Horn, Schaic, and previous positions regarding the age of onset of intellectual de-
others (e~g .Baltes & Schaie. 1976 ' Horn & Donaldson, 1976) cline, but that they supported the major conclusions of (a) age-
covered a large number of issues associated with Schaie's se- confounded cohort differenices in cross-sectional studies, (bi rel-
quential design. ps~chometric tests, and alternate theories and ative stability of mean performance levels into the 50&. with
inierpetations of aging and intelligence. Subsequent work by, substantial declines only after age 60, and (c) some difference
Schaic and Hertzog ( 1983) re-examined the issues with new% across subtests in the onset and magnitude ofagerelated perfor-
data from Schaie's sequential samples. Their cohort -sequen tial mance declines (see also Dixon et al., 1985).
analyses identified clear cohort differences in certain psycho- Although most ofthe geroeitological literature has focused on

the issue of stability of mean levels of intelligence with aging.
mean stability, is but one type of stability that can be assessed

We report data collected as part of the Seattle Longitudinal Study, in longitudinal data. Another important type of stability is sta-
which has been supported over an extended period of time by grants bility of individual differences (e.g. Baltes, Reese, & Nessel-
from the National Institutes of Health. the National Institute of Child roade, 1977; Kagan, 1980; Schaic & Hertzog. 1985). This sta-
and Huma-i Development. and the National Institute on Aging Cur- bility reflects the degree to which individuals differ in their de-
renit'.. the studN is supported b' Public Health Service Grant ROI- em tattrocan(atstl,17Nserad
ACG04770 from the National Institute on Aging The (irst authors effort & Ubouvie, 1985, Schaie & Hertzog, 1985). Whiereas stability
on this project "as also supported by Research Career Development of means is reflected in equivalent mean values at different de-
Award K04-AG00335 from thr National Institute on Aging vl~mna iesaiiyo niiuldfeecsi elce

The cooperation and support from members and staff of the Group ine ona ines oabvaile wfithviu disefferenoepoins infleted
Health Cooperative of Pugn Sound is gratefully acknowledg-dintearac o viblwthtsfort"pnsinim

Correspondence concerning this article should be addressed toChts (see Baltes et a]. 1977). In this article, we refer to stability of
top, Hertzog. School of Ps vrhology. Georgia Institute of Technology individual differences as covariance stability (see Hertiog &
Atlanta, Georgia 30132-0170 Nesselroade, 1987).
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In a previous article, Hertzog and Schaie (1986) demon- age changes in g at the different age levels studied? (b) Do age
str- at there is substantial covariance stability in intelli- differences and age changes in g fully account for the mean
penceacro- the adult life span. Hertzog and Schaie (1986) used changes in PMA subtests, or must different developmental
a longitudinal factor analysis of data from the Seattle Louigitudi- trends of PMA means be modeled to account fully for the infor-
nal Study (SL.S, Schaic, 1983) to show (a) that a general intelli- madon in the means? and (c) Is there evidence for independence
gence factor, g could be identified for three age groups (young, of stability of:g means from the covariance stability of g'
middle-aged. and old). (b) that this g factor was defined equiva-
lentl% by the PMA subtests in each ag group and showed in- Mto
variant factor loadings across longitudinal occasions, (c) that
the covariance stabilitN of g was high in all age groups, with Subjects
longitudinal correlations of g with itself at or above .9 between The subjects in this study we partcipants in the Seattle Lcingtudi-
successive longitudinal occasions, even in the older group, and nal Study conducted by Schaue anid his associates (Schaie. 1983) The
(d) that there A-as substantial covariance stability in the five pri- pouai' conssted of members of a health maintenance orgnization,
mary abilitN sub'ess independent of g. as reflected in the pro- (HMO)10 in the greter Seattle area The population was defined as all of
portion of variance in the PMA subtests determined by "test- themembersof LhcHMOasofI956 theinitia yearoftftlriudinal
specific" facinrs' study, in order to nminimize the probiability of selection differences ove

Hentzog and Schaic's (1986) results suppon the hypothesis time. Alof the partaapantawreunpaid volunt s who answered ques-
that age changes in g are relatively consistent for same-aged in- uI tinaires and took part insa single psychomnetr ;test sesion, The par-
dividuals Although there are individual differences in change ticipants adults between the age or 2o and 74 yiews at the first test.
patterns. these differences produce shifts in relative ordering of represented a ranse of socioeconomic and ethnic groups (although the

indsidalstha ar smll elaiveto he verll c~uatin vn- population defined by the HMO membership in 1956 was predomrn
indiiduls hatare mal reatie totheoveallpopuatin vri- nantlv White and somewhat more affluent than the general Seattle pop-

ance in g It is interesting that covariance stability "-s high in utatiofil Further details on the population and sampling procedures
ag, ranges in oxhich Schaie and Hertzog(1983)detectod decline mr be found in Schwe (1983).
in the indi%;dual PNIA subtests-namelN, after age 60. This
finding suggests onls modest individual differences in the mnag- Sequential Sampling Design
ntitudes of late-life decline in g

W~e report a series of additional analyses designed to examine The longitudinal) samples ssudied here are a subset of the sequential
explicitl, the mean level stability of g and. simultaneously, to samples collected in the SLS The sampling plan of the SLS isdscused
estimate stariiir\ of individual differences in g. The results of more fullv in Schaie 0 983). and the present sample is deined expictl
these analy ses demonstrate the independence of these two type in Hertzog &nd Schaie (1986). Brefly. we restrict our analysis here to
of stabilit% in the domain of psychometric intelligence. The two IA-year longitudinai samples (first tested in 1956 or in 1963) D)ata

anals,- a so ereuse to xamne he qeston f inlecion from the two longitudinal sequences were partitioned into a hybrid se-
anal se als wee usd t exainethe uesion f iflecion quential data matrix described in Table 1. The parsitoned data matixs

point for sl-;fp from stabilit% to decline in general intelligence. forms three 4c groups for simultaneous analyis
The simultaneous examination of mean and covariance sta-

bilit' in longitudinal data is made possible lb use of structural ribe
equation models to analyze means of latent variables leg.. Mc- rabe
Ardle & klcL~onald. 1984, Sorbom. 19821 The longitudinal As part of a larg"rpsychometric battery, all of the subjects re ad-
factor analsses reported b Hertzog and Schaie (1986) consti- ministered the 1948 version of the SRA Primary Mental Abilities lest.
lute an important precursor to simultaneous analysis of mean Form AM 11.17 (Thursione & Thurstone. 1949). The 1948 PKIA in-
and covarianc-e structures. Herucog and Schaic found metric in- cludes five subtests all of which are timed andl have significant speed
v-ariance in the p factor loadings between groups and across Ion- compsonents in adult samples (see Schaie & Hertzog 19831 la1 Verbal
gitudtnal occasions of measurement. Metric invariance is de- Meaning-a test of recognition vocabulary, (b) Space-a test of spatial

fine asequ%-aenc intheunstndadizd rgesionweihts relations requiring mental rotation of figures in a two-dimensional
fine i~ eqivaenc in he nstndadizd reresionweihts plane. (c) Reasoning--a test of inductive reasoning requinng recopni-

of variables on factors (see Horn, McArdle, & Mason. 1984). lion and extrapolation of patterns of etter sequences, (d) Number-s
As discussed bN several developmental methodologists (e.g.. test of the ability to solve simple two-cxlumn addition problems quickly'
Baltcs & Nesselroade. 1973;' Labouvie, 1980a, 1980b. Schaic & and accurately. and (e) Word Fluency-a test of the ability to retriee
H-enzoig. 198 i. an assumption of metric invariance is essential words from semantic memory according lo an arbitrary syntactic rule
for allowing unambiguous interpretation of quantitative differ- (words beginning with the letter j1. Scoring followed the PMA manual
ences in mean levels of faclor scores. The demonstration of met- Verbal Meaning and Reasoning were scored in terms of the number of
nic invasiance in p ensures that g is measured in equivalent units correct items, Space and Number were scored by subtracting incorrect
of measurement. -o that differences in g factor means are un- itemts (comisonmi rors) from the total number of correct items. and
contaminated reflections of mean level differences in the latent Word Fluency was scored by tallying the number of unique. admtssable
variable (see Labouvie, 1980a, 1980b; Schaie & Hertzog. 1985, words fenerated during the allotted time.

for fur-ther discussion of this issue).
Given evidence of metinc invarianc, the simultaneous analy- Models and Statistical Procedures

sis of means and covariance structures requires introduction of The longitudinal factor model used is an application. -'a generic ion-
the means into the structural equations of the longitudinal fac- gitudinal model described in some detail b) Joreskog and Sorborr
tor model already used bs Hertzog and Schaie (1986). The criti- (1977, we also Henzog. in press, Horn & McArdle, 1980, Schair &
cal quest-ions of interest were (a) What is the magnitudeaof mean Hertwog 1985). A detailed deciptiori of the model marybe found in
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Table I
Reparamcwtrt:ed Sequie ua,'Sample for Multiple Group Analysis

Cohort
Group.'sample (M birth year) Occasion I Occsion 2 Occsion 3 n

Group I
11931 25 32 39 21
11924 32 39 46 26

2 1938 25 32 39 22
2 1931 32 39 46 40

At 30 37 44
Total 109

GrIcp21917 39 46 53 27
11910 46 53 60 32
11924 39 46 53 51

2 1917 46 53 60 S0

At 42 49 56
Total 160

Group 3
1 903 53 60 67 28

1 I96 60 67 74 15
1 889 67 74 81 13

101910 53 60 67 4S
19fl3 6-76 74 1

1896 67 74 8121

3! 58 65 72
To~a 143

He-tiig and Schi's:1 986) 1he model specified an occasion-specific g possible to esti-ateresidual component means by moving these param-
faciorat each lcingpidinai occasion The factor covariancr matrix mod- criers into the latent variable vectortin LISRE.
eied the varian-es and cor-vsriancrs ofg at the different occasions ofmca- All of the models were estimtated in5 either LiSREL ', Or V1 (Joreskog
surement, and the residluals in the PMA subtestr wehre modeled as ha'- &Sdrborn. 1984, using maximum likelihood estimation In structura2
ing test-specific cos-arlances (e g. the residuals for Verbal Meaning wvere modeling model fit can be assessed by likelihood ratio chi-square. as
allcwrtd to ccwa- across longitudinal occasionsi The specification well asrelative fitindices provided by the prograrn T'hese indices are of
of longitudinal modrls including factor means is relativelN complex lesavalue in models withnmeans. however.so werepotadeconpostor.
(JOreSlkOF & SWOrOr. i 9&-. Nic 4rdle&A Epstein. 199'. Sorbom. 1982) ofoverall model fit into (a) fit ofhe covariance structure modeland (b)
The critical feaiurrs are (a) a vector of location constancs, analogou% to fit of the mean structure model (wee Bentler & Sonet, 1980, Sobel &
grand means, (b) representation of latent variable means as regressions Bohmnstedt., 1985). The relative fit index for the means may be inter-
on a fised constant and modeled in the LISRSI. GAMMA parameter ma- prieted as an index of the proportion of information in the mewan su-uc-
irix, and (ci the assumption that the means of all residuals are zero in ture, adjusted for location paraimetems accounted for by the model
the populatvi-n The vector of location constants identifies an intercept The proceures used here ame unabashedly explorator-y in nature
for each observed variable 'PMA subtestl In longitudinal analysis of Thegoal is toUsethe tSxEL model toexploredeiptve developmental
multiple groups these location parameters are constrained equal both hypotheses about the longitudinal mean and cov-ariance structures of
across longitudinal occasions and between -he multiple age groups the PMA subtexts. This we ofa generic longitudinal factor model is an
Given data containing neither group differences nor longitudinal appropriate application of structural equauon techniques, which
changes in means, this location parameter vector would perfectly ac- ame ideal for exploratory multivwrilte modeling of lonitudinal data
count for the mean structure Thus, the model with factor means will (Hertog. in prem McArdle & Epstein, 1987). This study cannot and
be meaningful only* if there are either group differences or longitudinal ahould not be considered to reprecst a confirmatory analysts in the
changes in observed variable means that the moodel may attempt to pbidoacptica smile of the term.
structure as a function of the factor means

Identification of the location parameters and the factor mrelans isReut
achieved by fixing the mean of gto zero for one age group at one longitu-Reut
dinal occasion In the models reported, we fixed the:g mcps for th The first model we estimated fixed the g factor means at zrro
middle-aged group at the first occasion (mean W~ 421 at meo. This pro- in all three age groups, but allowed all location parameters to
cedure then enables the remaining factor means to be estimated as devi- befelesiadT smo lftshe1manofacag
ations from thts reference point (se Jorqeskogl & Sorbom. 1984, Sor- b reyetmtdTi oe isteI en fec g
bom. 1982) for additional details The fact that factor means are mod- group wit 1S freely estimated location paramneters. There is
eled as regression of factors Ii e . g) on a constant requires the
assumption that the means of the residuals are zeo This it ?in unlikely
assumption, given that %w expect age trends in mean levels to vary A listing of the LISkEL V1 spedfications for models with factor and
across rMA subtests (independent of their relation to g). It i&, however, residual means is available fromt the first author
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Table 2 The first substantive model of interest specified g factor
Goodness-of-Fufor Longitudinal Factor Model With Means means in all three age groups. Interpretation of the fit of these

p - substantive models must be made on the basis of relative differ-Model xdf P ences from the null and saturated models, so that one can evalu-
M.(saturatedl 287.68 248 .352 .048 ate fit to the means ignoring (assuming) the basis specification
M, (null in means) 642.02 288 .785 .000 and fit of the longitudinal factor model (Bentler & Bonet, 1980,
M, ( facto meansi 467.59 280 .572 .000 Sobel & Bohmstedt, 1985). In essence. the difference between
M2 (g factor means the nI]l and saturated models defines a range of possible fits
all 0 in middle-
agdl) 470.88 282 .5-15 ODO of models structuring means in the iongitudinal analysis. The

M, tgand test- critical questio; is how dose a model with structured rreans
specific factor comes to the fit of the model that is saturated in the means (or
meansi 338 76 270 .414 .003 conversely, how far it has ome from the poor fit of the null

M. (g and residual
means for V, S. model).
N, W) 29905 254 .366 .027 As shown i:n Table 3, this first substantive model, M, im-

proved meaningfully on the fit of the null model, although there
'ote V = Verbal Meaning S = Space R = Reasoning; N - Number was still a significant difference between MI and Ms. The rela-
W, - Word Fluenc

LISREL fitting function at minimum uve fii of the new model is best indexed by the Sobel and Bohrn-
sted: (1985) relative fit index, denoted as 6 in Table 3. The fit of
.49 indicates that about half of ti.- variation in the means had

a one-to-one correspondence between location parameters and successfully been structured by M,.
sample means, and as such. the location parameters are Jutl- On-. interesting outcome of mode! M, was that the g factor
identified This mode; is therefore saturated with respect to the wans.fl the middle-aged adults were it ignincantly differ-
means. using Bentier and Bonett's (1980) definition The fit of ent from zero, relative to their standard errors. In models of this
the model. denotcd NIS. is reported in Tables 2 and 3. As ex- type, these estimated factor means are scaled as deviations from
pected. this md.zl fit the same as the model ignoring means the fixed zero mean (age 42 for the middle-aged population)
reported h% Hertzoc and Schaie (1986). and vielded an idenucal Therefore, the finding of essentially zero g means at ages 49 and
longitudinal facto' so~uiin A second preliminany model, fol- 56 for the middle-aged group indicated no statistically signifi-
lowing recommendatioins o" Benter and Bonett (1980). was a cant change in mean level of g over this age range A second
null model in the means This model specified five location pa- model, M 2, incorporated this feature by fixing the g means to
rameters one fo, each PM , subtest. and constrained these pa- zero for all three ages of the middle-aged group This model did
rameters to fit ,hc reans of all three longitudinal occasions for not fit more poorly than M.
all three agc group. Thus the 45 population means vere fit The fact that M2 fit significantly worse than Ms implied th
wm five location parameters. This null model, M,, would have the assumption of no mean variation in the residuals fo r-ic
a fit equal to the saturated model, Ms, if there were no group PMA factors had to be abandoned That is. it was not po.-ihle
difference, or iongitudina; changes in PMA subtest means to to model age-group differences and age changes in PMA means
structure as pa-I 0! tne anal sis There was. however, a substan- solely as a lunction of age differences and age changes in g factor
hal. statistlicali. signihcant difference between the two models, means Apparently, the primary abilities measured by the PMA
as seen in the first mo de: comparison reported in Table 3. have variations in the means that are saliently different fromthe
Clearl\. there vas longitudinal and age group variation in the behavior of the g factor means
PMA means, and thc task of the analysis %as to structure this A logical possibility is that there are age group differences in
variation in terms ol the longitudinal factor model. subtest-specific means, but no age group differences in patterns

Table 3
Cootpar:s: oV /: Bcr . ee~r Aliernaitve Mode/s 1 ith Factor Mean.i

i. M, Comparison

Mode! ad,' a d AAr 5 Comparison 6X2 &df AV

I, - -........ -

M. - - - - - M.-M, 354.34 40 -
M 174 41 8 179 91 32 .492 - - -
M 17 tI 4 6 18240 34 .48x MI-M 2  249 4 .007
Ni, It,3 : is 18.08 22 .85' M,-M, 128.83 10 .365
m, 34_. 34 11.37 6 .969 MI-M. 168.54 28 .483

Diffe-rence in h:ezI etn model and M, (null modeli
Difference in is beii-ern model and M,(saturated midel)
Relative fit index for fit to the mean structure

'Change in relative fit index in means for models under, comparison
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of age changes in the primary ability means. Such a pattern incorrect assumption ofno residual means. Hertzog and Carter
could arise if age changes in the primary abilities were solely a (1982) previously demonstrated that group differences in intel-
function of age changes in g. but there were also differential ligence factor means were affected by the specfication error of
patterns of cohort effects across the primary ability means. Our zero residual means. Table 4 reports the g factor means for the
previous work (Herizog & Schaie, 1986), modeling both g and four substantive models, M, through M,4 . Irresectise of the
PMA test-specific factors, provided a convenient means of test- model, the relative pattern or g factor means in the three age
ing this hypothesis. We used a model that specified eight factors groups remained the same. The g factor means increased from
in each age group: (a) three g factors, one at each longitudinal mean age 30 to mean age 37 in the young group, and then re-
occasion, and (b five test-specific factors, one for each PMA mained relatively stable through age 44. The g factor exhibited
subtest We estimated factor means for all eight factors, achier- mean stability from mean age 42 through mean age 56 in the
ing identification of the test-specific factor means by fixing all middle-aged group. Finally, g showed substantial decline from
five test-specific factor means for the middle-aged group to zero. meae, age 58 through mean age 72 in the old group. The mean
This model, M 3, allowed the g factor means at ages 49 and 56 decline in g in the old group was roughly linear ove the 14-year
to be freely estimated in the middle-aged group, as in model period. The comparable pattern ofg mean behavior is particu-
M,. We did not wish to assume mean stability in g, even though lady important in Modei M 4 , in which it was most likely that
that was suggested from the Mr-M, comparison. It could have the apparent age changes in g estimated in Models M 1 through
been the case that the stable g factor means in the middle-aged M3 would change as a function of specifying longitudinal
group in the presious models were an artifact ofmodel misspec- changes in the PMA residuals as well. The fact that conclusions
ification regarding the behavior ofg means were not altered by specifying

Model M, also constrained the test-specific factor loadings to longitudinal variation in PMA residual means indicated that
be equal over the three age groups (see Hertzog & Schaic, 1986). the mean patterns were unlikely to be an arifacl of model speci-
The equalta constraints on test-specific factor loadings did not fication.
permit anN of the age-group differences in mean changes to be Approximate 99% confidence intervals around the factor
modeled b% the test-specific factor means Group differences in means can be calculated by subtracting and adding 2.5 SEs to
mean change or. the PMA sariables could only be reflected in the estimated g factor means. Inspection of Table 4 clearl
the g factor means showed that these 99% confidence intervals did not include zero

Table 2 reportsthe fit ofNi, The model fit significantly better for any of the freely estimated means in the old and young
than M, .indicating there were statistically significant age group groups. As these means are deviation contrasts from the mid-
differences in iest-specific factor means However, the model dIe-aged g means, we concluded there were reliable age group
still did not approximate the fit of Ms, requiring rejection of differences in means. The significant differences included com-
Model N13 It %as also stiot the case that the g f,.ctor means did parisons between the different groups at roughly comparable
not differ significantl\ betveen ages 42 and 56 for the middle- ages. That is. the young group at age 44 (Occasion 3 differed
aged group Ve concle,d that there were age-group differences significantly from the middle-aged group at age 42 (Occasion
in PNIA subtest means, but that there are also differential age I), as did the middle-aged group at mean age 56 (Occasion 3)
changes for the PMA subtest means, independent ofg We also from the old group at mean age 58 (Occasion I). Although the
concluded that it was still plausible to maintain the assumption I-- "rid sequential design does not completel\ unconfound ;tce
of no age changes in g in the middle-aged group. .nges and cohort differences, it seems hlkel that these differ-

Wke next proceeded b\ fitting a series of models allowing re- ences reflect cohort differences in the mean levels ofg
sidual means This approach was needed to alloy, for age-group Table 5 reports the residual means estimated in the final
differences in patterns of mean age changes on the primary abil- model, M.. These means must be interpreted with care. The\
ities This series of models proceeded in exploratory fashion. represent mean patterns in the PMA subtests orthogonal to the
Large meaii residuals (differences between sample means for trends mediated through g. The first feature of note involves
the PMA subtests and PM N means predicted from the model the residual means for Word Fluency and Number in the mid-
parameters) and salient LISRE L modification indices were used die-aged group. Although the g means showed no age-related
to indicate a need for structuring additional mean parameters. changes in the middle-aged, the residuals for Word Fluency and
Unlike M,. these models specified a separate PMA residual Number did change. There were small but statistically signifi-
"factor" at each longitudinal occasion, permitting both g and cant declines in Word Fluency and Number between mean ages
the PMA residuals from g to displa age-related change. After 42 and 56. There is a second noteworthy feature of the residual
a series of model modifications, we arrived at a model that did means in Table 4. It seems that the large age-group (cohor')
not differ significantl from the saturated model. This model differences in g ovrestimatedage group differences in Number
allowed residual means for Word Fluency. Number, Verbal and Verbal Meaning. This was shown by the large negative
Meaning. and Space. This modified model. M, in Table 2, means in the young group for these two PMA subtests, as well
achieved a relative fit index of 97 to the means, indicating ex- as the large positive means for Number for the old group. Fi-
cellent fit Of course, this fit was achieved by adjusting to the nally, there appeared to be modest levels ofdecline m Space for
sample means, and can therefore be treated only as a descriptive the old group (between mean ages 58 and 65) that was greater
index of the success of the model modification process than the decline in Space predicted b% g

One of the major reasons for fitting additioral models to the We do not report here the other parameter estimates from the
means was to ensure that the estimated age changes and age longitudinal solution (e.g., factor covanances, factor loadings)
differences in g means were not inappropriately biased by the because they differed trivially from the solution without means
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Table 4
The g Factor Afeans for Alternative Longitudinal Model5

Model

M, M, M3 M.

Group Af age M SE M SE Al SE Al SE

Young
I, K 161 0.60 1.62 0.59 8.54 3.26 2.82 0.65

92 3" 2 76 3.57 2.78 0.57 10.11 3.49 399 0.65
g, 44 2.70 0.56 2.71 0.55 9.87 3.39 3.50 0.62

Middle-aged
42 0 -- 0. -

9: 4Q 0.10 0.17 0* 0.14 0.16 01
g' 56 -0.20 0.18 00 - -0.20 0.17 0' -

Old
, 5, -3.96 0.61 -3.97 0.60 -10.96 4.48 -4.20 0.64

92 65 -4,61 0.61 -4.62 0.61 -12.41 4.64 -4.78 0.64
g' -6 55 0.65 -6.57 0.64 -13.28 4.24 -6.22 066

Note Aste isks oenoe fixe d factor means The g factor subscripts denote loritudinal ocmsio

reported h% Heruog and Schaie (1986) However, one question ble I ) In the present context, it was possible that the develop-
remained regarding the factor covariance matrix for g As re- mental chpnges in g factor means would differ if the youngest
ported in Hertzog and Schaie, there vas an age-related increase age group (mean age 53 at Occasion I -age range. 50 to 56) w-re
in g factor variance ,n the old group The old group also had omitted from the analysis. To address this question, we rede-
greater ove-,a variu-e in r than did the middle-aged and fined the old group to include only the individuals age 57 and
young gpoups One possible explanation of these differences is older at first test, and re-ran the longitudinal model with this
that the. aye methidological artifacts The old group was subsample. Briefly, this analysis showed (a) similar age declines
formed b.% pooling over a larger age span in order to achieoe in g means, but of greater magnitude, (b) higher variability ing
acceptable sample siz. for structural analysis (refer back to Ta- in the old group, but (c) more homogeneity ofg variance across

the three longitudinal occasions. Thus. it appears that the in-
creasing variability in g over time, found in the full sample. re.

Table 5 flected differences in developmental patterns from ages 50 to
65, as opposed to heterogeneity of developmental trajectories of

Ridz,:: ,, ,:, osame-aged individuals in the latter part of the adult life span

Age grout The analysis thus provides further support for the argument of
an inflection point around age 60, at which age decrements in

onj Middle-aged Old PMA performance begin to accelerate The increased variabil-

cacr V SIS ity in g in the older group is not, howtrvei, mere]) a methodologi-
cal arLifact of age-group definition

%erbaJ Meaning
- : 0 0.26 098

* - > - .r o 1.09 1.0$ Discussion

3 -3 61 1.03 0. -0.49 1.08
The results from this analysis amplify and accentuate several

0 ! 5 0. -1.19 1.01 issues regarding age changes in psychonetric intelligence. First
2 0 .: 22 0" -2.68 1.01 the results extend Schaie's(1983)%work on age pattens,n multi-
3 I :e 1.20 0. -2.56 1.03 pie primary intellectual abilities to the level of general intelli-

Reason i rng
1 0. 0. 0. gence, as measured by the g factor defined from the PMA sub-
2 0. 0. 0. tests. We found a patter ofage changes in g factor means high.
3 0. 0* 0 consistent with previous univarsate results (e.g., Schaie & Hert-

Numer -S.5xt, 1.32 0* 3.71 1.23 zog, 1983). There were small increases in g in early adulthood

2 -5 '., I 40 0.28 044 5.12 1.28 (through mean age 32), stabifity in g meansthrough middle age
3 -6 (13 1.31 -1.62 0.43 3.38 1.27 (until mean age 56). and substantial decline in late life. We ex-

Word Fluenc' plicitly tested the hypothesis that there was no decline in g in
1 -14 I 48 0. 4.98 1.45 the middle-aged group at two different junctures, and could net
2 -3 1 1 5Q -1.43 068 2.77 1.46 rejec the hypothesis. Moreover, the age changes that were esti.
3 -l 8 16(, -208 069 236 1.49 rjc h yohss oevr h g hne htwr simated as part of this hypothesis test were so small as to be trivial

Na.4e Aslensks denote fixed 0 parametms in importance. On the other hand, we did fino evidence of some
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decline in the middle-aged group on the PMA subtests Word no ae-related changes in g in the middle-ad group. Although
Fluency and Number, independent ofg we haw estimated the single higher order g factor here, as op-

The results also suggest substantial cohort differences in g posed to fluid intelligence, Gustaffson (1984) recently reported
means The age groups differed not only in terms of mean age hierarchical factor results from multiple intelligence tests that
at initial test but also in birth cohort membership. The fact that suggest that the g factor is isomorphic with fluid intelligence.
the middle-aged group at mean age 56 performed significantly Thus, it would seem that the hypothesis of early decline in g
better on g than did the old group at mean age 58 surely indi- is not supported by these data. The best model for the develos-
cates salient cohort differences in these data, as already detailed ment of g in middle-age is a model of stability in both means
by Schaie (1983). and individual differences, One could argue that the g 'eraliz-

The unique contribution of this study, in terms ofestimating ability ofthese results is limited because individuals who mani-
age changes in PMA means, stems from the fact that the mean fest early decline are more likely to drop out of longitudinal
differences are estimated at the level of the g factor. Because studies. Perhaps so, but the finding of mean stability of g. even
these estimates are based on the simultaneously estimated fac- in a select subpopulation, argues against the ubiquity of early
tor pattern weights, they represent optimal estimates ofg factor age declines in g There is evidence in these data of decline in
means that are not contaminated by mean patterns specific to two PMA aubtests, Word Fluency wnd Number, in the middle-
the primary abilities themselves. Moreover, the analysis permit- aged group. We suggest that, barring the sort of nonnormative
ted the evaluation of mean trends in the primary abilities after events that lead to early mortality, individuals appear to main-
the, have been residualized with respect tog. tain stable performance levels ofg until sometime after age 50.

An additional contribution of the present analysis is that it Howev, the develpmental pattern of g begins to change
permits independent evaluation of mean stability and covari- dramatically between ages 50 and 60. After mean age 58, we
ance stabilit in g These results demonstrate concretely the in- found substantial, statistically significant decrements in mean
dependence of these two types of stability In all three age levels ofg. This decline was observed in an age group in which
groups. indilidual differences in g were highly stable over the the covarianoe stability ofg remained quite high. These results,
14-year period Yet each age group showed dramatically differ- then, offer little support to the hope that age-related decline in
ent age trends in g In the N oung group. g increased to a stable g is somehow nonnormative or is restricted to a small subpopu-
plateau In the middle-aged group. g means remained stable, lation of older individuals. We did find increased variance in
but in the old group. substantial g decline was observed g in the middle-aged and older groups, suggesting some small

The change in mean patterns across the age groups, coupled differences in developmental trajectories between those individ-
with the high degree of covariance stability across the life span, uals in their 50s and those in their 60s. However. the lotitudi-
has important implications for several prominent hypotheses nal increases in g variance in the older group--crucial to the
about adult intellectual development. It is often the case, espe- argument of different developmental trajectories in old age-
ciall, recentl. that g is identified with basic intelligence (e.g. were eliminated when the old group %-as restricted to individu-
Jensen. 1982) Given (a) the widely accepted notion that there als age 57 and older at first test
is multicdlirectionaht. in age trends in ability, such that some, The fact that it was necessary to fit residual mean factors.
but not ali. abilities sho, age-related declines (e.g., Baltes et al.. varying in age patterns, provides support for the arguments of
1984. Borinick. 197 7; Horn & Donaldson. 1980) and (b) the Baltes and colleagues (e.g., Baltes et al. 1984)that intelligence is
accepted argument that it is measures of fluid intelligence both multidimensional and multidirectional in itsdevmiopment
(Horn. 198_. Horn & Donaldson, 1980), or alternatively, For example, the fact that young adults have lower means on
Vechsler-type performance tests (Botwinick. 1977; Salthouse. the Verbal Meaning residuals suggests that the g factor means
1982, that manifest earls decline, one would expect that g. as overestimate the age differences in vocabulary, even though Ver-
measured here. Aould be the prime candidate for evidencing bal Meaning has high loadings on g This pattern is also ob-
decline from ages 25 to 55 To the contrary, it appears to be the served for the Number and Word Fluency residual means, and
case that g manifests bot/ mean stability and covariance stabil- may suggest reversed cohort differences on these tests when g
it. in middle age in the Seattle Longitudinal Sample. is statistically removed from these tests. The pattern of Space

Hoh can this discrepanc. be explained? One possible expla- residual means in the old group indicates greater decline be-
nation is that the g factor estimated by the PMA variables is tween ages 58 and 65 on spatial ability than is predicted by g
highI, specific to the variables or to the samples, and hence is Some caution is in order in interpreting these residual means
in some was a poor measure of the construct of general intelli- Our data only permit estimation of factor means for g These
gence This possibility seems relatively implausible. The g fac- residual means do not hav the same status as means estimated
tor loadings estimated here are highly consistent with those in models with muliple measures ofeach pnma-y ability, being
found bs Thursione and Thurstone (1941) for these tests, and much more likely to be specific to the PMA subtes- than would
sho%% a pattern of loadings consistent with a plethora of studies primary ability factor means.
from the psychometric literature. The best indicator ofg in the The analysis provides relately little evidenoe of substantial
PMA, judged from our factor loadings, is Reasoning This sub- individual differences in intraindividual change in general intel-
test. a measure of induction, is probably the best indicator of ligence. To the contrary, these findings ofdifferential age group
general intelligence and of the Horn-Cattell second-order fluid patterns in g means, coupled with high degree of covanance
intelligence factor in the PMA (Horn & Donaldson, 1976) Not stability in all age groups, sugges, a relatively nortaie devel-
only did the Reasoning test load highly on g. but the Reasoning opmental transition in g That is, it appears that most indrdu-
means in all age groups were well fit by the models specifying als make a transition from a stability to a decline pattern of g
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development at some point betwveen age 55 and a&e 70, with the tests is highly limited, excluding the types of abilties most
individual differences in the age of onset of this transition. likely to show increment and differential growth in adulthood,

It is important to note that these inferences are based on pop,- such as sncial cognition, dariain-specihic proceural knowl-
ulation parameters, and that there are some individuals who do edge, expertise, and postformall reasoning ("a & Sta'nberg.
not sho% salient decline even into old ag (Schaic, 1983). There 1985; Dixon et al., 1985; Labouvie-Vief, 1985; Rybash, Hom
may be greater heterogeneity of charge for the primary abilities, & Rcoodin, 1986). Although itmportant pins can be made by
as opposed to g (see Hertzog & Schaic, 1986). Nevertheless, the studying these other domains of cognition, im maintan that the
results suggest that the heterogeneity of developmental trenids in study of cognitirle mechanics, as they relate to performance on
g during old age is small when measured against the population intelligence tests, remains a continuing priority for Sontology.
variance. A rorinal test of the cognitive mechanics incaprctation of psy-

The high degree of covariance stability is a descriptive phe- chometric test performance in adulthood requires irnvetipion
nomenon and should not be assumed to demonstrate the valid- of the nature of the informtifon-processing skills lapped by
ity of biological causes of age changes in g. Stability does not Tburstone-type tests, research now onagoing in sewrai labora-
imply immutabihis. and Schaie and Willis (1986) have demon- tories.
strated significant training gains in inductive reasoning in indi-
viduals %kith prior histories of decline in this ability (all of whomn References
were, in fact, part of the samples used in the present analysis). Ba pe. P .. Ditima-lKhli, F.. & ])Olon. R. A. (1994). New pulper.

In a sense. these results contradict aspects of the arguments itivesonthe deeomenof ntigncen adutood: Toward adual-
made by both %ides of the debate regarding the nature of intel- procorcptia anid a model of wklctive cisimization with con -
lectual decline manifested in the Seattle Longitudinal Study pensation In P.B. Baltes &QG.Brims.Jr. (Eds ),14e-padewlop
(Baltes & Schaie. 1976; Horn & Donaldson. 1976). The results mnt ad behavior (Vol. 6,.pp 34-76).Ne*w'tYork. Academic Press
appear. however. consistent with the updated perspectives of Baltes. P. B., A Neselroedie. J. R. (1973). The developmntal ana]51s
both Horn 1 9S5 and Baltes and his colleagues (e.g.. Balies et of individual differences on multile measures In J. R Nesseiroade
a].. 1984. Dixon et al . 1985). The keN involves an assessment & H. W. Rees (Eds.). Ltfe-span developmentalpswchology Aiesvd

of te kids o ablitis mesurd intime psyhomtrictest o'ica! issues (pp 219-252). Ncw York. A.,aderrc Pressof te kids f ablites masued i timd pychoetrc t Bes ies. P. B.. Reese. H. W., & Nesselroade. J. R. (1977) Lifer-span di'e/.
such as the Thurstone PMA. and hence, the nature of the g opmental pswusolog Introducion to research m~ethods Monterey,
factor extracted fromr it Evidence from a number of studies CA: Brooks-Cole
have showhn tha: Thurstone-type tests of primary abilities have Bies. P B.. & Schaic. K W (1976) On the plasticity of intellitirrce in
high~ correlations w;ith speed of basic perceptual processes in old age Where Horn and Donaldson fail. American Ps~choist 3!,
adult samples iCornelius. Willis. Nesselroade. & Baltes, 1983. 720-72.5
Hertzog 198: Hc'cn. Donaldson, & Engstrom, 1981). Schaie Baron.)1. 01985 1. RaiowiatY and itelligence Ne-A Yotrk Cambndgp
original I selected the adolescent form of the I'MA for his study. University Press
and this'form has limited item difficultN and substantial spee'd Beniler. P. Mt..& Boneit, D G (1980) Significnce tests and goodness
components in adult samples (e.g.. Schaie. Rosenthal, & PerI- of fit in the analysis of coyrance artuctures. Ps~cAotigcal Bulerin.

88. 588-606.man. 1953) Theeg factor estimated in this study was marked as Beg C. A , & Sterniberg R J, (I9851 A triarchic theory of inellectual
highl\ b PM 4. Verbal Meaning as by PMA Reasoning. We have deeomn duning childhood Dewtop'nenialReie% 5. 334-370
recentik shourn a strong relationship of PMA 'Verbal Meaning Birren.j E.(1974) Translations in proniologN -fromntab to life Pt'.
to a Perceptual Speed factor independent of its relationship to chophysiology, and the speed of response. American Psjichologuo. 29,
other % ocabular tests (eg.. ETS Advanced Vocabulary; Schaie. 808-815
Willis. Hertzog. & Schulenberg. 1987). Thus, it appears that the Botwinick, J (19771. Intellectual abilites In J. E. Birren & K 116.
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Text Recall in Adulthood: The Role of Intellectual Abilities

David F. Hultsch and Christopher Hertzog
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This study examined age-related predictive relationships between an arra- of
ps~chometric intellectua ability markers and text recall performance in adulthood
One hundred and fifty women from three age groups (21-39 years. 40-58 %ears.
60-'8 years) read and recalled four narrative stories; at three del y inter'alS an.4
corr.;leted a batter-, of lZ factor-analytically defined intellectual abilit) tests. The
results indicated (a) that text memory performance in adulthood is predicted b\
multiple abiliues; (b) that age differences in text memory performance orerlap'
high,' with age differences in nmutiple abilities, although the latter do not fu!!-.
account for the former (c) that modest Age X Abiht) interactions exist but awe
not consistent wkith previous reports, suggesting that age differences decrease kith.
inczreasing abilitN levels:* and (d) that the pattern of intelligence-text recal
relaticnships diffe". b,. agecu

Research examining the development of remembering texts (Harker. Horlde'.. & \as
adult memory has shownm that the existence 1982;, Meyer & Rice, 1981 ).
of age-related differences in secondary memn- More specifiaill). the preserct or absence
or> performance is widespread (Craik. 1977; of adult age differences in text processing
Poon. Fozard. Cermak. Arenberg, & Thomtp- appears to depend on multiple contextuai
son. 1980). With few exceptions. younger factors (see reviews b% Hultsch & Dixon.
adults routinely. outperform older adults when 1984; Me,.er & Rice. 1983) including those
the focus of the task is on verbatim recall of related to the task (e.g.. recall, recognition.
lists of numbers, symbols. words, and so materials (e.g.. physical structure. organiza-
forth. Ho'.xever, when the focus of the task is tional structure), and subjects (e.g.. abilities.
on the gist recall of meaningful. presumably interests). For example. Simon. Dixonl. NO-
ecologically, valid text materials, the nature wak, and Hultsch (1982) found middle-aged
and extent of age-related performance differ- and olde. -' %t be disadv-antaged relati'.e
ences are considerably less clea~. A numbeT to young :,du .s when asked for incidental
of recent studies have reported age-related recall of a l,- owing performance of deep
deficits in text processing that conform to the orienting tas.e', however, they performed
general pattern observed in verbatim recall equally well following performance of a shal-
of word lists (Cohen. 1979; Dixon. Simon, low orienting task and under intentional recafl
Nowak, & Hultsch, 1982; Taub, 1975, 1976; conditions. Similarly, in the case of material
Taub & Kline. 1978; Zelinski, Gilewslci, & variables Dixon, Hultscb, Simon, and von
Thompson, 1980). Other recent studies have Eye (in press) found that age-related differ-
found that younger and older adults appear ences in the discovery and use of the organi-
to be equally adept at comprehending and zational structure of texts depend, in part.

_____________________________on the number of concepts introduced in the

f-his research was supported by reseairch grant IRI text-
ACY009 10-0' from the National lnsvitute on Aging to Although task and material variables play
David F. Hultsch and by predoctoral fellowship T 3. an important role in accounting for adult,
AG00049 to Roger A. Dixon.ag-eae efr ncdieccsintx

Request for reprints should be sent to Dd . agrelated, perorac porif e varsintet
Huluch. who is now at the Department of Pdchl rcsinamjo otono h vra
univrity of Victoria. Victoria, Elntsh Columbia mnay be mediated by subject variables. For
V8%W2Y2. Canada- instance, it is reasonable to ew pec' !hat jnd:--
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vidual differences in education and verbal for the details of the texts. There were no
ability predict performance differences in text significant differences among the three age
recall and that such individual difference groups in the recall of the main ideas.
variables may be related to the presence or Although results like those of Meyer and
absence of age differences in text recall per- Rice (1983) and Dixon et a]. (in press) suggest
formance (Meyer & Rice, 1983; Taub, 1979). that age differences in text recall interact
In this context, it may be noted that studies with level of verbal ability, there are limita-
reporting age differences in text recall have tions to inferences drawn from extreme
generally tested subjects with relatively low groups designs in which subjects are grouped
levels of education and verbal ability (i.e., aocording to extreme scores (e.g., upper vs.
high school graduates), whereas studies re- lower quartile) on a continuous variable. Age-
porting little or no age differences have gen- related selection in the population makes it
erally tested subjects with relatively high levels difficult to equate age/cohort groups parti-
of education and verbal ability (i.e., college tioned on variables such as educational at-
graduates). tainment and verbal ability (Krauss, 1980;

In a recent analysis, Meyer and Rice (1983) Meyer & Rice, 1983). At a given level of
examined text recall for four types of edu- education, a sample of older adults is probabl%
cation/verbal ability subsamples drawn from more highly selected than a sample of younger
a large sample of over 300 adults who had adults because of cohort-related differencels
read and recalled two texts. Their analyses in educational attainment. Similarly, at a
ciearly indicated age differences favoring given level of verbal ability, a sample of older
younger adults in populations with below adults is probably less highly selected than a
a~era. or average verbal ability and little sample of younger adults because of age-
education beyond high school. However, they related changes in vocabulary. In any case, it
did not find unequivocal evidence of age is virtually impossible to disentangle selection
differences in subjects with higher levels of confounds from age differences produced b%
verbal ability and education. On the one the aging process, even though the latter
hand, comparison of randomly selected source of variance is obviously the one of
younger adults and high-verbal older adults interest.
showed no significant age-related differences There are other potential problems with
in performance. On the other hand, compar- the extreme-groups approach. The extreme-
ison of high-verbal younger adults and high- groups design ignores strength of prediction
verbal older adults revealed age-related per- in the inner quartiles of the vanables distn-
formance differences in favor of the young. butions. One could conclude that an Age X

Similarly, Dixon et al. (in press) found that Ability interaction in an extreme-groups de-
verbal ability appears to mediate age-related sign indicated progressively smaller age dif-
differences in the discovery and use of the ferences with increasing ability levels, when
organization of texts. Specifically, in the case in fact the age differences were consistent at
of adults with relatively low levels of verbal all but the very highest levels of ability. A
ability, age-related differences in recall were potential overgeneralization of extreme-groups
greatest for the rain ideas of the text. Younger interactions with age can only be avoided by
and middle-aged groups did not differ signif- examining the interaction across the full range
icantly in recall of the details of the texts, of the ability distribution. An additional
However, both younger groups recalled sig- problem is that group assignment to extreme
nificantly more details than the older adults. groups on the basis of scores on a single
Thus, low-verbal older adults showed a deficit fallible variable may cause measurement error
in recall of both the main ideas and the to have an unacceptedly high influence on
details of the text, although the size of the the group assignment. Finally, other intellec-
deficit was greater at the level of main ideas tual abilities and individual differences van-
than at the level of details. In contrast, in the ables may mediate age differences in text
ease of adults with high leveis of verbAl processing. A comnpa:ison of g-oups diffenr2
ability, age differences in recall were greatest on a single ability, however well measured,
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cinnot address the determination of indiv'id- text performance, because differert abilities
tial differences in text processing by a well- Might be important for performance at dif-
defined domain of abilities. ferent stages of the life span.

The present stud) wkas designed to examine
relationships between text recall performance. Method
age, and a selected set of psychometric intel- Sbet
lectua! abilities using a mul .tivariate correla- Sbet
tional approach. More specifically, we sought The nibjeei %we 130 conlw -dwelling white

to relate text recall performance at three %0 frmasmall city in cental Penns~lvartia The%-
dela intrval to se of rimay inn WM IwWn throughi the Ahoeticampus or T-he
delayintevals o a et o primry mntalPennsy'lvainia State Urnr'.ery and local oeianizau~ons.

abiliy factors of intelligence (selected on the such as churches and senir cin centem. Tbesub~evis
basis of their potential theoretical relevance vmrv paid S 15.00 for their participation in the stud-,
to text processing): Induction, Memory Span, The sample was divided into three age groups of 5C
Associative Memory. Associational Fluency, individuals. The youngest group ranged in age from~ :;

IdeatonalFluecy, nd Vebal omprhen-to 39 ye-,s WM 32.02), the middle group ranged ir)z
Ideaiona flency andVeral Cmpreen- from 40 to 58 yemr (.11 - 49.48). and the oldes: &IOU:

sion. ranged in ate from 60 to 71 ye=l (Md - 6F 9t, Thet
The present analysis has two major foci. three aggousdicred -go tL in es of educt-

First. wke wishted to determine whether there (young; .4 - 13.6 1A midd-ge 31 -2 old Af =
is an interaction between multiple intellectual lO98 Fd .17)=1 T 00 nore o e~

thes dufreom~ furthmet si mple was broken- dowr
abiiit~es and age in determining individual into stmi-deae age gouP!. and the median educanoca.
differences in text recall performance, thus attainmnent of tU= age group *w cmpared to h,

extending the logic of the previous extreme. reported for these coborm by the U-S Bureau of the
groups studies to a regresion analysis of the Censu (197). Tone cam~w suggested that the

aSubecni of the prsa snidv appirmaaed the edll oita
interactive relationship. Our analy.sis addresses artainment chsa-i=ea of tber respectrve coba-u.
the potential deficiencies in the extreme.- ith the escelpton of the yunge (20-24 vearsi amid
groups paradigm by (a) examining the inter- oies (75- ym) Vpoups which bad approxumacei. 3
action at the level of intellectual abihl factors more ymn of educanoo than ceced.

The subjen were also asiz to provitde a subjectt'.era*thc- than single abilit, variables and (b) el-lutc of their ownr health. vmot. and beanng crn-
producing product variabie interaction terms pared to ot±= pepk their W~ At least 90% of the
that examine the interaction of ability and subjects in all th=e age groups rated tbetrse~ves as
age across the range of the continuous distri- mdertlygo, good , or ver good on, tb=s character.
butions of abilities rather than in extreme ius
groups. The regression analysis thus allow~s Ability Measures
us to determine wbether age differences in
text recall are statistically independent of age 7b aility cuum amia ofa atw- or 1: et
differences in intellectual abilities, while an elected to represent si n a ti, menial abi.r. factois.

alyingwhthe ay satitiall idepnd n utii UCU iMeorly Span, Assatve %leinor, Assoc-ia-
aly~~ing whether any statitical.% ineedn jnJFluency, Ideatoal FlaemY, and VcraJ Campe.

age differences are qualifed by the existence bensioa (Ekistrom. French. Harman. & Demn 197,61
of ability 'age interactions. Based on previous The factomr eenuLog seveal aspects of vrrta: nte.-
studies, .we predicted that there would be 4bpnce d mmoy. wer cbmcc on the basis of these

potential rek-~mie to memry performance (Horn LAge X Ability interactions in text memory Doals 19 Hutsh Ncero & Pleinoos.
performance, with smaller age differences at 1976). Two spehbc test q-.now of each pnmar.
higher ability levels, mental ability um selected komz pubLiahed batterims

The second focus of the study involved an ildn a battery of 12 u= sbmn tn Table 1. In some
analsis f idiviual iffrencs intex recll nsuinim the formiat of the tess was inodi ed sizghUly w

analysi ofde iniida differice ine textnri recll zmhf ib response
intellectual ability relationships within each mod=e for ole adult miuecu.. None or the inodlifiauot s
age group. We~ predicted that the patterns of was corsideed cmiaiesi emis to affect the ineasureent
text recall-intelligence correlations would vary validitY of the taem
with age and the length Of the recall delay
interval. If true, these predictions would in- Textt Matferiats
dic.ate an important qualification to any in- The mx materials c-malnd of four aamuves each
terpretation of Age X Ability interactions in approximately 500 words wn km~ T'he narrats wcre
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Table I
Irneliecizsal ,4bift, Measuremsent Battery

Prmary menial ability Representative marker test Source

Induction Lemte Sets Tese Ekstrom, French, Hamran, & Dernien (1976)
Induction Leter Series Tea Thurmsioe (19621)
Memory Span Visual Numbet Span Ekstrom et al. (1976)
Memory Span Audtory Number Span Backwards' After Ekstrom et al. (l '5)
Associative Memory Object Number Tes Ekstrom et al. (1976)
Associative Memory Memory for Words 11 Kelley (1964)
Assocational Fluency Controlled Assocaions Tee ~ Ekstrom el al. (1976)
Associational Fluency Figures of Speec Tcs Ekstrom et al. (1976)
Ideational Fluency Topics Tese Ekstrom et al. (1976)
Ideational Fluency Theme Tess Ekstromn et al. ()976)
Ve~ra) Comprehension Vocabulary P' Ekstrom et al. (1976)
Verbal Comprehension Advane Vocabulary Ekstrom et al. (1976)

'Pant I only.

abstracted from mapztoe aracles and each dealt wth a lined page of the recall bookie., and the sub~iecs we-
life event experiietced by a central female charaer~ The instructed to write their recall on the page kgxn,. it was
evnts included braring a first child. recovering ftm an empbanzed to the subjects that verbatim recall "iLs not
injury sustained in at automobile t~o. mumaig to require&. Following the text recall wak. all sub~iecs
school aiad beginnin a new career, and coping with a completed the Theme, Letter Series, Memor> for Vords.
family finania problem Visual Number Span For-ard, Figures of Speech. OLbject

KiJntschbs (1974) system %ws used to re t the Numbez and Auditory Number Span BackAds test.

rneanng of the text. Within this system the man g The Lests were adinistered it invariant order and ;cde-
of a text is represnted by a stucruied set of propositions the nine limits specified tn the original source
kno %m as a ten at e. A r 1 - on cosss of a predicate FinaLl., 4 weeks following the oripnal sessio: t~i
and one or more arguments. Prtdicates tend to be sub subjects were asked to remember the texts a thu-d -7ne
forms and specify a relation among the arguments The procedures followved for this final recall tes r. rtt
Argumetts art word coocp or other propositions sme as those used for the second recall rest
Lhemselt. A propositional analy-sis of ecttext -as
dome according to the criteria develoe by Kintscb
(:974) and elaborated by Turner and Green (1978). Eacb Recaill Protocol Scoring
ofthe texts contained from L221 to 248 proptons.

Each recall proto-col was checked against the Pwcs:-

Procedures tions of the original text base in order to detcro.".e
whether each propiosition was "xpressed in the protoo

The text rnJl and ability tasks were adinitcied to in the sconni system used, a proposition vws srored as
small groups of 3 to 10 individuals over titee occsions. corectl recalled if it contained the "gist" of the proPo-
Durng the first seoc. the subjects were asked to read sitioc's meaning (Turner & Green. 1978). Tus, Oerpe-
and remember the texts and to complete four' of the ified or generalized relations and arguments we cre
ao :lry measures. T'he texts 'eRn presented io typewitien as correct. (if substantively correct). If the subject made
b)ooklets., The orde of the stories was partially caonter- an error in one proposition and then repeated the error
balanced, with each text omrwng once to each ordinal in a subordinate Proposition, the subordinate propostuOc
position- Prestsp Pica 10-pitch type was used in ore was scored as correct to avoid counting errors more than
to minimize poobie seoiy difficulties. The abject 00m
urre instructed we rod ech or the four tw=t a &we A separate study was conducted to determine the
own pan. Re=0 was testd aAer end teart vith subpmr itwier reliability of this Scoring system. Twelve pro-
wrnitig their recall on finedpe in the booklet. ht was tocols werec randomly selected for each of the four Stories
emphasized to the subps that vuerbtim recll was not MWd independently scored by two scorers With an average
requirea FaIihown the ums recan task. anl wb~m of 230 prcpositions per story, there were approx~ittatel)
Completed the V0~hdary 1. Conltrolled AoatmS 2.760 Scoring decisions made by each scorer. There wAaS
Letter Sets and Avanonl Vocabulary tm The test 95.9% agreement between the two scorers otn whether a
were administered ini invariant order and ude the tine proposition should or should not be scored as correctlh
limits specified in the origna Source. sulled. Durng the course of the scorng. one of the

One Aeek folloing the original soi. the wit))et wcorer had to be replaced. Accordingly. interrater reli-
were asked to rerrember the texts agait and to canpcee ability wAis assessed a second time for the new pair Of
the remaining eight ability amsrms For the ~d Scorers using the same procedures as before. The anslv 515
recall LMsi the title of Cwh narrative was printed on a revealeil 93.8% agreement between the two scorers
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LISREL Methodologp Results

The analyses reponed in this paper are based on the The data analysis consisted of two pars
factor anak.sis measurement model in LIUSREL (Joreskog The first part examined differences in text

& Sorbom. 1979). In modified LISREL notation, the recall as a function of age, delay interval, and
measurement model expresses the covariance matrt of Story. The second part assessed relations be-
the observed variables in the populations. -, as tween text recall performance and the abilit.

I - A*A,. + 0, (1) variables.

where A is a p X m matrix of factor loadings, ' is the Age Differences in Text Recall
co ariance matrix of the factors, and e is the covariance
matrix of the residual (unique) componenu. In order to examine differences in gist

it s necessary to specif) a model that has a unique recall, a 3 (age) X 3 (delay interval) X 4 (stor-.
soution for the parameters by placing a sufficient number
of res:rictions on the equations in (1) to identi the mixed-model analysis of varance (A"-

remaining unknowns. Rest cttons are specified by either OVA) with repeated measures on the last tNo

fiiung parameters to a known value a pnori (e.g., requiring factors was performed on the percentage of
that a variable Ls unrelated to a factor by jung its correctly recalled propositions. The analysis
reg ession in i to 0), or constraining a set of two or reveaed signicant main effects of age. F2.

more parameters to be equal One of the advantages of

L:SREL S equality constraints is that parameters ma. be 147) = 33.9, P < .001, and dela? interval
cc'-strajned equal betweer, dfferent age groups, Over. F92, 294) = 323.38. p < .001. Neurnan-Keuls
den.-.t_ models provide a likelihood r2oo X tem statistic analyses conducted at p < .05 revealed that
th'atma. beusedtotentthegoodnesso f fitoft h e model the younger adults (M= 17.33) recalled a
Differences in x2 between two alternatuve models ate Signifcanly greater percentage of propositons
pa.r.;cuarl,. usefu! for hyNothesis temng. For examplec
t.e difference in L bereer, a model forcing all text than the older adults (M = 6.20). The tNo
memory correlations with intel!:gnce factors to be zero. younger groups and the two older groups did
and a model freely esbmatng the correlations-, is a not differ sigificantly. Neuman-KeuLs anal-
hkeinood rat:c test of the null hypothesis that the yses also revealed that the participants recalled
correa ions a:- in fact zer-o in the population.

In the present data analsts, the small sample sizes of a significantly greater percentage of proposi-
c sub'ects per age group require some caution In the tions at immediate recall (Af = 18.49) than

Use Of USREL and X2 testng. First. the assumption that following delays of I (M = 10.34) or 4 weeks
the sampie co anance matrices provide asymptouc esu- (W = 8.69). There was no significant differ-
mates of the population covanance matrices may be ence between the I- or 4-week inter-als.
vtoiated The consequences of violating this assumpuon
ir:>..e the possibil:t% that modei parameters ma' be The analysis also revealed a signihcan
somewhat sample specih.c and ma. not be repbcable in interaction of age with delay interval. F4.
la'ger, independent samples. Thus, the analyses reponed 294) = 4.27, p < .01, shown in Figure 1.
here should be considered exploratory attempts at model Neuran-Keuls analyses indicated that at aL
buiiding, which must be repicated and extended on new
samples. Second. the small sample sizes means that the three recall tests, the younger and middle-
likeh;hood ratio tests have relatively low stausucal IXwe. aged adults recalled a significantly greater
The greater possibility of Type 1I errors creates a special percentage of propositions than the older
prc:em for LIS EL modes--it is possible to accept a set adults. The two younger groups did not differ
0: r u'cuoris that are in fact untenable in the po ulatom sintly. As shown in Figure 1 however.
and would be shown to be so had a larger sample size
been employed. The analyses reported here were con- the differences between the age groups are
ducted with careful attention to this Issue. somewhat greater at the immediate recall test

In multiple groups analysis, it is necessary to estimate
factor models using covanaunce metric and sample co-
variance matrices rather than to analyze separately stan-
dardize correlation matrices. Standardation could oh. ' We do not repou the fl model specication or the
scure invariant relationships because of group differeo, maximum ilrlild ,,natso for a modes. Readers
in observed v'arimces (see Cunningham, 1978; Jbreskog. intuested in a mom &-ailed sc ripoa of the spec.i-
1971). The analyses reported here were all conducted in c ation d rabia of maximum ikelihood astima- for
covartiance metric, and LISREL's maximum likElihood all models should write to C. Haizog.
parameter mnatus and their standad a"ror am therefore I Mixed-model F &MA may be positively biased if the
in unstandardized form. Because standardized statistics crcularty numpaoe i violalwd. boarver, muitivariate
are easier to interpret, we also report parameter estimates isigcaifce um for repeaed measures effets agreed
that have been rescaled to stndardLzed metric.' with t mited modd tests im all
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1198 D. HULTSCH, C. HERTZOG. AND R. DIXON

than they are at the delayed recall tests (a) the use of factor andyL to define ability
Nevertheless, this interaction may actually factors; (b) the computation of abilit) factor
reflect the fact that the old--r adults are scores using the factor regression method;
exhibiting a "floor effect" at the later delay and (c) the joint regression analysis of text
intervals. Thus, given the similarity of the recall performance on ability factors, age,
curves in Figure 1, the most reasonable in- and Ability X Age interaction terms.
terpretation is that the rate of forgetting is Analysis of inielle-tual variables. We first
similar for all three age groups. confirmed the expected pattern of age differ-

Finally, the analysis also revealed a signif- ences in psychometric intelligence by corn-
icant main effect of story, F(3, 441) - 47.94, puting a multivariate analysis of variance
p < .001, and an interaction of this variable (MANOVA) On the age factor for all 12 abiliy
with age, F(6, 441) = 3.53, p < .01. These variables, using a subsample of 143 subjects
effects were a function of the fact that the with complete psychometric data. There were
younger and middle-aged adults recalled one significant age differences in intelligence, ap-
of the stories better than the others. Because proximate F24, 258) = 8.25, p < .001. Uni-
the four stories were not selected along any variate tests (not reported here in the interests
a priori dimensions, these effects were not of brevity) indicated significant age differez0es
interpreted further. on all subtess except Vocabular. I, wit.h the

largest age differences on Letter Series and
In:et!:gence-Tez Recall Relationships. Letter Sets. Thus, there were significant age
Age X Ability Interactions differences in ability (consistent in patten

Our approach to testin Age X Ability in- and magnitude with previous reports in be
teac:.ons in text recall performance involves hterature; e.g.. Hon & Donaldson. 19S0),

25

20-
-J
-J4

C,Li

,-- Is
zW
U) YoungCi

L 
10

Old

IMMEDIATE I-WEEK I-MONTH

DELAY INTERVAL
Frgure I Pe. cc.taw or pio ions recaJed s a function of age and delay inierv-i averged oveTr stonm_

F-6



TEXT RECALL IN ADULTHOOD 11919

%%hich could contribute to the observed age Verbal Productie Thinking factor. Subse-
differences in text memory performance. quent models fixed this factor loading to zero.

In order to address the intelligence-text The fit of the modified four factor model A-as
recai! relationship. %%e conducted a confir- excellent, X2(44, N= 143)= 49.97, p = .25.
matory factor analysis on the 12 psychometric F =.176, indicating the model was a plausible
subtests. As indicated above, the intelligence representation of the factor structure in the
subtests Aere originally selected in order to entire sample.
measure the six primary ability factors listed We also examined the issue of age-group
in Table I. The initial confirmatory factor differences in factor structure. If different
anal.sis specified this six-factor model with factor models, were required to account fer
all loadings except those listed in Table I the covariances among the psychometnc
fixed to zero. The results indicated that the measures, the measurement equivalence or
pimar\ ability factor model was "overfit," these ability measures across age groups would
w-th a small X2 and factor correlations uni- be called into question. An important impli-
forrnl\ high (generall in the .7 to .9 range). cation of a lack of factorial invariance for
These res-,Llts were problematic for any at- the present analysis would be that the re.a-
tempt to correlate text memory performance tionship between ability factor scores and text
with prir-:..ry abilit factors in order to iden- recall performance could not be examined
tif" atihl.:-specific differeices in relations by regression analsis on the entire sample.
%With text recall performance, because each because the relationship of measures to abdilr
s',.;test has a substantial regression on a factors would vary with age.
second-order general intelligence factor (g). As shown by Meredith (1964), group selec-
If age g7oups differ in the magnitude of tion from a population for whicb a common
relatlonship of primary ability factors to a factor model holds will yield an iLva-iant
second order g factor, we could detect differ- raw score (unstandardized) factor pattern
enzes in cor-elations between text recall and matrix, but unique va.iances, factor variances.
rto primar.\ abilivt. factors (e.g.. Verbai Corn- and factor covanances may vary because of
pre.ension vs. Memory Span) even when the selection effect An implication of Meredih's
or.: meaningful relationship was between g work is that empirical evidence indicating an
and text recall. We therefore opted for a invariant raw score factor pattern matrix is
factor anal'.sis model that directly modeled g consistent with a simple selection model
as one of the factors and then represented which, if true, would justify further analysis
the other abilit. factors as residual or group of ability-text recall relationships based on
factors. We consider this model to be a the single group factor solution.
defensible representation of the factor struc- We therefore estimated a series of simu-
ture that could be meaningfully used to de- taneous thre-group models specifying the
termine ', hether intellgence-text recall rela- same four factors: g, Verbal Productive
tLor.ships were a function of g or more specific Thinking, Verbal Comprehension. and Asso-
factors such as Associative Memor., Verbal ciative Memory, testing the by.Potheses of
Comprehension, and Associational Fluency. between-group equivalence in 0, *, and A-

We proceeded to estimate a model speci. The hypotheses of group equivaience in 'I,
fing a general intelligence factor plus four and 0 were not rejected, X2(14, N = 143) =

specific factors: Verbal Comprehension, Verbal 22.10, .05 < p < .10, and X'(24, N = 143) =

Productive Thinking, Memory Span, and As- 32.14, p < .10, respectively. However, the
sociative Memory.3 Our initial results forced absolute X2 test was statistically signicaMnt
several modifications of this model. Although
the Memory Span and Associative Memory
variables have been conceptualized as ':oading J lIacuan -a m a-mad as a pup &= bi,
on the Horn's Secondary Acquisition and o( its close rmauoanstp to £ (Ver"a, 1979); Verbai

Retrieval factor (Horn & Donaldson, 1980), producuo taWlun is Horn's orxicd orwr com-

we did not find a Memory Span factor inde- Donauol a 19SY, we used Veamctl Proucy 1ha' &a

pendent of g. The results also showed that bewe the enuted cornlawo of the t- Prm n
the Theme subtest did not load on the abiLty f(atii c ceed*d 9 in the u-facuz modeL
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Tabie2
Re3L,,':s olhe .4bduI Factor APIlySIS in the Three A4ge Groups

Facior Pauieru Mau.x (.N) UnI~J i qjeanan

£ues I V C VFT Am Young M:-It C

Vocbu~a 1 .59 .65 00 0, .3 1 .19
Ad~ancd vabdar' .51 .75 0, D,.1 .19
ConwrollId Amatjor .43 0, .62 0, .63 .36
F11rmof r- .36 0, .37 00 ."3.6
Toic 27 00 .38 0' .87
The-it .19 01 01 01 .97 95
Fo--ard Spar .47 0, 01 0, .80.4

Ba"&t pz 48 v' 0 0* 183
oben NUM-N- .4.1 0' .37 1 2
M ern To for~ o.s6 0, 00 '0 0,'v

L4rr-rns8 0, 01 0, -15
Lr-es65 00 71 C .5;

,ki * -era. imeLUenc facitor. VC -VehL Comprhet.sicn fa!- VP'7 %-i Px: ,
fa.107. A-14 - Amoixjse Me-nor - facio- At e~enr,.sa . and e, a: ,c a ~ :~~i:

rnrjn "ri airoct mornnend-d b Jts r 19' 1.
* ie arimetirt

for thc model-~ ail matrines invaia-nt for the Inu~o.sbe.Lttie. Sc:.s at.:
ove:r 87ups_ ~j200(. N-= 14 3) = 237.9' . p < Letter SCer- -S, but there C Swere si ;-.:t c: -
.05 Gvicri the srrall samrple sizes. we elected ings or. al! subtests R~:': uhlar
to a;Iio, E) and *I to -ar-y freelk over groups wrre found for the Verbal Corn preh,--S; -
Ir. subsequent modeLS. A mode! alloWing all sutests and fo- em- for- A od S~r 0g a-'
factor7 loadings 10 var' freelk over- groups diid well The V*erbal Cc-.--rchcnsion factor 7
no, s~gn5carj irnp;ro\,e the fi, of tbe model. \hell de:firie b-- both SubtS'. 'AtCS\C7

Talble 2 reports the scaled factor loadings, Pr&.tu'.e Thlnking %kas deind or:
faztor varianccs and co\vananct& and unique domin-altl b-, Con--rofIed Assck:;azios 2-.
varmauces for the model reqwuinng A to be A ssoc 1at.!,e Me mor-% was 'A e.te 1 S11-
ina.iant over groups but allowilng group Me:mory for Words.
d~ffe.-c-= it E) and *4. The model provided Perhaps the most lierest- n resu!ts\x-
an adequate 6it to the data, xl .16 4 , found in the group differences in *' Tatble -
N = 143) = 18466. p > .10. ks can be seen showAs that. althoug. the correlations be*v,-

from Table ., RF A-a marked b\ h;gh loadmns the Verbal F"oductuve Th:n ng. Verbal Ccrn<

Tabie 3
Re:Lz!.:s o.'Fzcor.4,ia!Ys's in the Thrtee A4ge Groups Fa,-tr Cotic'arce . "+/:e~.''

Young Middle Oid

Facior g VC VPT AM g c VC '1T A M 9 'C %F-- AV

9.~90 (r 00 0, 16 96 01 00 00 11.1.8 0
VC 0, :3~ 37 A3 ' 79 68 46 0, 10C. 9 64
VPFT 00 1.77 5.35 -. 19 0' 6.97 12,96 .!3 0, 5.53 1 :6
AM (F 1 46 -. 64 2.10 00 1.73 2.56 1.81 0' 1 99 1 * 1 4

N~ote g poeral intefiipnc (awr VC - Verbal Cornprehension facior, VF - Verbaj Proda:c T;-.
facior- AM - Assczzive Merno- rawor All elemnents in A., and E?. art rescajed to a q~assurar..,r. c-e.a:c--
metnc using the ;irproac remmended b% ioreskog fl971 Corears art abase !he diagona.
Fie parrrotier
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prehension and Associative Memory factors Table 4
%ere relatively modest in magnitude in the Factor Correlationsfor ImeIhgence Variab!es
young group, they were generally larger in Single Group .4na/vsis
the middle-age and older groups. F

For both the covariances and correlations, Fctor VPT A.
the largest differences seemed to be between t 1. .05.3 .083 .;.
the young group and the two older groups. VC 0 I .739 .520
In general, the middle-aged group was more VPT 0 .598 (.1 15), .31"
variable in ability, although the old group AM 0 .489 (127) .282 (.137) I

was the mos, variable in Verbal Comprehen- Note , - general intefligence factor: VC - Verba
sicn and the young group had the largest Comprehension factor; VT = Verbal Produc'-.'c
variance in Associative Memory. The ten- Thinking factor; AM - Assoative Memor fact,-
dency for the older group to have higher LISAeL estimates and saadaro errors for the correlat:ons
correlations among abilities than the middle- among abilzt factors am given below he diagonal, anc

correlations "among estimated factor scores are 1P.C7r
aged group is qualified by the group differ- above the diagonal.
enzces in variances: The covariances among 'All zeroes and ooe are fixed pararneters in usrE_
abihties differ little between the two older model
grOtL S. " Standard errors a e in parentheses

Because the results from the multiple group
analysis %,ere consistent wth the selection score variables after these latter variables had
h pothesis discussed by Meredith (1964), been transformed to z scores. The mo con-
pooling the data over age groups for further trasts selected compared (a) middle-aged with
analsis Aas justified. We used LISREL's factor old subjects anxd (b) young subjects agaiJnst
score regression matrix to estimate ability the combined middle-aged with old age
factor scores for the entire sample. Table 4 groups. The regression equations therefore
g %es the calculated correlations among the included 14 independent variables organized
factor score variables that agreed relatively in three sets: (a) the four aboi factors. (b)
we:'. with the LISREL maximum likelihood two age contrasts, and (c) eight interac-orn
estimnates of the factor correlations. Note, variables representing the products of these
ho%,e.er, that the substantial correlations be- first two sets of variables. A separate regres-
t'een the specific ability factor scores, espe- sion analysis was conducted for each of the
ciall. betheen Verbal Comprehension and three delay levels (immediate, I week. and 4
Verbal Productive Thinking, create the pos- weeks). Before examining partial regression
sibility of suppression effcts in th! regression coefficients we calculated hierarubical signif-
anaysis. icance tests of the increment R, for three sets

intelligence X Age interactions. The re- of independent variables; the four abiJjr
gression analysis of age and ability variables factors, the two age contrasts, and the eight
is equivalent to the analysis of covariance Ability X Age interaction variables.
(ANCOVA) approach, but With the interaction The results of the hierarchical significance
between the independent variable (age) and tests are given in Table 5. For each delay,
the covariates (ability factor scores) explicitly level, the overall R2 was highly reliable, with
represented in the design. Tests of such inter- the adjusted R2 of greater than .5 for each
action terms are uften treated only as tests of equation. Thus, a large proportion of text
ANCOVA assumptions. However, the ANCOVA recall variance was accounted, for by the
analogy is misleading here because the inter- model. The increments to R2 for the ability
actions provide the critical information re- factors waere large and significant for all three
garding the consistency of age differences in delay conditions, acrounting for greater than
text memory across levels of ability and are 80% of the total RI in each -ase. The overall
therefore of substantive interest in their own test of age differences was also significant at
right (Cohen & Cohen, 1975). each delay cooditioa, with R2 smallest at

The interaction variables were calculated immediate recall. Adjusted for shrinkage, age
by multiplication of two orthonormal con- accounted for betwen 3% and 4% of the
trasts across the age factor with the factor variance across all delay conditions. This is
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Table 5
Sunmary of R and Statistical Tests for Reession Analysis With Age and Intelhgen:e Factors

Dpendent vanables lndepe-den Y'aabks
(dela. condiaons) (Set) R2  . 2' ARW Afi2' F p

Immediate IQ .452 .436 .452 .436 28.42 (4. 138, < 01C
Age .496 .463 .034 .027 446 (2. 136 1 <.Of
IQ x Age .557 .508 .071 .045 2.56 (8. 128; <C'
(A aJoW .255 .244 - - - -

I week IQ .478 .462 478 .46: 31.53 (4. 138) <.00.
Age .523 .502 .045 .040 643 (2. 136 <.C:
IQ X Age .570 .523 .047 .021 175 (8, 128 > C5
(Age adone) .316 .306 - - - -

4 wee" IQ .475 .460 ,45 .460 31.21 (4. 138, <.DC
Age .516 .494 .041 .034 573 (2. I 3t < C:
IQ x Ae .570 .523 .054 .029 2.01 (8 128 >0.
(Age alonei .322 .312 - - - -

h'.e IQ - inie.igrne fact'or scores. Rewrion susuc. s are for hberazr:hi= rpesoc entnrng t±-..Te se'_,
inde-cendeni vnabies four intelgence factomrs two aWe Contrast. and eighi wteracuot vanabim
, R: ad uste or sdhnkAe
'Change in unad uste ,R from prev~ous W_
' Change in shnnk~Age adjusted P: from previous set.
'KP- for two a coDoasu as oniy independent variabes (Le- ignonng inteigenc)

clea~r! a major reduction in the prediction regression weights are zero in the population
of test memor performance by age. because The pattern of results clearly differentiated
it accounted for between 20% and 30% of the linear relationships of ability factor scores
the v-ahance when entered without the abilitN to text memory performance from the Age x
variables ,see Table 5). Nevertheless, the anal- Intelligence interaction effects. The genera:
ysis indicates there are age differences in text intellectual factor, g, provided the best inde-
memory performance that are independent pendent prediction of text memor, perfor-
of inte~lectual abiliry mance, but did not produce an interaction

The Ability X Age interactions were not effect in conjunction with age at any delaN
consistenhly reliable, exceeding a 5% alpha level. The Verbal Comprehension and Asso-
leel only for the :mmediate recall condition ciative Memory factors also provided inde-
(although there were 10% level trends for pendent -,diction of text memory perfor-
both longer delay intervals). Thus, all three mance, although at a much smaller level o.
cypes of variables provided independent con- magnitude. Verbal Productive Thinking did
tnbutions to th, total R, with the largest not provide statistically reliable independer"
amo-i," .F variai e accounted for by the prediction of text memory performance. O
abibl,-' memory relationships measured course, the relatively small independent con-
at 4- :. of the ability factors; age differ- tributions of the ability factors other than g
env,. L ext memory covary highly with age are in part a function of mutual inhibition.
diFerer.re- .- multiple intellectual abilties-, considering the high intercorrelation betweern
however, uifferences in text memory can- Verba Comprehension and Verbal Productive
n, be elilaulzated by partialing ability differ- Thinking.
ences; and there may be Age X Ability inter. In contrast to the simple linear abiht-.
actions in text memory performance that effects, Verbal Productive Thinking contnb-
qualify the existence of age main effects. uted most to the significant overall interactior

Table 6 reports the individual standardized at immediate recall, interacting with both age
regression parameter estimates and their contrasts. The direction of effects was in the
standard errors, which may be used to cal- predicted direction, with age differences be.
culate t tests of the null hypothesis that the tween all three groups were smaller at higher
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Table 6
Standardized Regression Parameters for Three Delay Conditions on Intelligence Factors and Age

Delay condition (8)

Source Immediate I Week 4 Weeks

VC 13 (.3 lY=-  .26 (. l)- .1 (.1 )0...
VFT .05 (.10) .00 (.09) .10 (.10)
AM .14 (.07)- .13 (.07)- .13 (.07),
t 39 (.09) "  .38 (.09)-- .37 (.09)---
AGE] .18 (.09)a .27 (.09)0-- .24 (.09)- "

AGE.2 .24 (. 1)"' .34 (.1 I) .37 (. 1)0 -

VC X AGEI .16 (.!1) .08 (.11) .07 (.11)
VFT X AGE1 -. 29 (.A0)" -. 10 (.10) -. 15 (.10)
AM X AGEI .02 (.07) .04 (.07) .10 (.07)
g X AGE1 .08 (.08) .13 (.08) .12 (.08)
VC X AGE2 .29 (.I0) .2 (.I0)- .22 (.A0)"
vFT X AGE2 -5 (.09)-" -. 13 (.09) -.03 (.09,
AM X AGE.2 -. 16 (.07)" -.11 (.07) -. 15 (.07)"
g X AGE .02 (.08) 0.0 (.08) -. 01 (.08)
AGE I (alone) .37 (.07) .40 (.07) ° "

s .43 (.07)° -
AGE 2 (alone) .35 (.07)in .39 (.07)"- .3" (.0")-

Aoe VC - Verbal Comprehension. VFT - Verbal 'oductive Tinkcing. AM - Associative Memor, g - Gener'
Intelgence, AGEI - fim age conua (middle aged vs. old), AGE. - second age contras (young vs. md6le aged:
old)
' Standard errrs am in parenthese.
Signicance levels for Itest of lio: 4 - 0 are denoted as follows. 0 p < .10. "" p < .05 "00 p < .01. " p < .001

levels of fluency. The other significant inter- This Age x Verbal Comprehension inter-
action terms involved only the contrast be- action term was statistically reliable at all
tween the young group and the two older delay levels. In contrast, the Age X Verbal
groups for both Verbal Comprehension and Productive Thinking and Age X Associative
Assocative Memory. The pattern of interac- Memory interactions were not signifint at
tion found for Associative Memory was sim- the longer delay intervals. Indeed, considering
ilOa to Verbal Productive Thinking. Howevfr, all the interaction terms together it is clear
to our surprise we discovered that the pattern that the interaction effects are at best small
was actually reversed for Verbal Comprehen- in magnitude and should not be given great
sion-age differences appeared to be greater interpretive weight.' However, when one con-
at the higher levels of verbal ability! We siders that the reliable interaction effect for
verified the direction of this relationship Verbal Comprehension was the reverse of the
through examination of a bivariae scanerplot predicted relationship, it appears safe to con-
and a rgression using the orignal vocabulary clude that the hypothesis of reduced age
subtests. This further analysis indicated that differences at higher ability levels was not
the strength of the effect was in part a function supported by the data.
of classic suppression; the high positive cor-
relation between Verbal Comprehension and
Verbal Productive Thinking. combined with I1n fs. it is pombke to reduce the ize of the
the opposite directions of intactions of each interactio term for Vbal Producv Tinking b
of the two ability factors with age, helped chAn ft f am" thefico The bti oois worongly present (at the level of singe s-ubtests
produce the statistically reliable positive for Conuoled As=-= roTutiT the fct towards the
regression coefficient for the Age X Verbal cktioa Fluency sumbu puals the Ag x Vebal Pro-
Comprehension interaction. Nevertheless, the ducbw Thiaking intctwsons below aupicao- Beiause
direction of the effect, even in the bivariate ft mod tis aaiiAty I ort moremmonous as
plots, definitely showed increasing age differ- a wprUm taUtin of the secifc va factors e have

reorted it rmut salone. Newrthlest, the e vdeim for
ences at the highest levels of Verbal Compre- inuavt cefu a c tte that any eflecu in thi pa-
hension, ulauc arelatively small in mapitude
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Intelligence- Tei Recall Relationships interesting pattern. In the young and middic
Correlatonal Analyses aged groups, there is a statisticall, reliat':

correlation between g and Text Recall (5
The correlational analyses usng L=FI and .52, resr-tively). There is also a star:.-

were designed to explicate the relationship tically reliable correlation between Verba
between text recall performance and psycbo- Comptehension and Text Recall in the you:,
metric intelligence in the three ap groups, group (r - .38). Howmev,, this correlation "Z
Our interest was in determining whether only .22 in the middle-aged group, less tha-
group differences in correlations among sub- the .31 correlation between Text Recall a-
test scores and text memory (not reported Associative Memory. The correlational pane-.
here) reflected differential relationships of in the old group is completely divergent. Fc,"
text recall with underlying dimensions of the old adults, the correlation between g a -:
intelhgence for the three age groups. Text Recall was not statistically reliable b.-

In order to examine the text recall c're- the remaining correlations between Tex- R,
lations with intelligence, we introduced Text call and the other intelligence factors %e.
Recall as an additional factor in the factor statistically significant. Indeed, the correla :-
model of the intelligence subtests. This model between Verbal Productive Thinking and Te,
allows us to represent the co,,anans betvme Recall was .86, which was unexpected\ hig.
the text recall variables and intelliece sub- Given the definition of the other intemge::-
tests as being mediated through the covari- factors as being orthogonal to g. the res.,-
ances between the text recall and intelligence in the old group indicate that, in spite of th,.
factors, which were modeled in *. We tested higher magnitude of the simple correiauc-
the ability/text recall relationships with the among all the intelligence subtess Text Rec_-
immediate recall data. The results were then performance was more highly correlated Ai:
replicated at the two longer delay intervals, the specific factors related to verbal inteil

A first model forcing all four convarianoe gence and memory than to general inteL.
between Text Recall and the four intelligence gene. This was not the case in the you:z
factors to equal zero provided a poor fit to and middle-aged groups. As can be seer. Ir
the data. x2(321. X = 143) = 469.19, p < Table 7, the pattern of differential cot-reauc:
.001. An alternative model allowing the co- between age groups replicated at the long.-

ranances to be freek estimated fit consider. delay intervals.
ablk better, X*(309, N = 143) = 386. 69, p < We also assessed the hypothesis tha: t.ht
.01. The difference in X2 tested the (multivar. lower levels and greater .ahabiljN of years c
iate) null hypothesis of zero correlations be- education in the old group produced th-
tween Text Recall and the intelligetce factors, differences in text recall-inteligence co,-rer.
This hcthesis .vas rejected, X2 = g2.50 (12, tions. This was accomplished by paruaL.E
A' = 143) p < .001, We also tested the null ytars ofeducation from the factor correlanoa
hypothesis of group equivalence in the text and examining the residual correlatiors
recall-intelligence correlations b. introducig These residual correlations were high. m-
a scaling vector in the model (this allowing to the original correlations, ruling out g:'ouT
for group differences in variances) and o- differences in years of education as the dete.-
straining the scaled Text Recall ability c. minant of age differences in text recall-inte'.
variances to be equal for the three ap groups. ligence correlations.
This model produced a significant incrn
in x2 (20.99 with 8 df N - 143 p < .01). Discussion
The multivariate null hypothesis of equal
correlations between age groups was therefore The present data indicate that there a:-e
rejected, substantial age-related differences in th-

Table 7 reports the *, matries for the amount of information recalled from mea.
three groups, including the rescaled correla- ingful texts. These results are consistent wi:-

tions between Text Recall and the four intel- those of other studies that have examined the
ligence factors. The group differences in the text recall performance of adults with rea
text recall-intelligence correlations form an tively modest levels of education (Cohen
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1979; Dixon et a., 1982; Zelinski et al., ent study suggests some important conclusioas
1980). The present data also indicate that about the role of intellectual abilitv factors
there is little evidence for age-related differ- in age-related differences in text recall per-
ences in the rate at which information about formance.
meaningful text is forgotten. These results It has been repeatedly suggested that adult
are also consistent with mos previous studies age differences in text performance may de-
(e.g., Dixon et al., 1982; Gordon & Clark, pend on the subjects' level of verbal ability
1974). Within this context, however, the pres- because several studies have demonstrated

Table 7

Text Memor,/ihelligence Correlations for Within Age Groups for Three Delay Condmttons

InteLhigence factors

Age Param eter 9 VC VPT A.S

lmmedtate

Youg "Q2. 8.91 3 68 4.93 094
armb  36.31 " (11.87) 15.360 (7.65) -14.10 (11.0) 3.19 (3 18)
rFr .58 .38 -. 30 .15

MNdde aged 0 16.19 7.33 12.00 0 '9
CIU 54 69- (19.8') 16.09 (12.33) 12.25 (16 79) 7.30 (4 3-
ri-W .52 22 .13 .31

01 O 10.56 9.69 6 81 9:
9.84 (9.04 33.93 (11.98 43,29-- (12 12! 9 55" 14.19)

rrw .16 .57 .86 .52

I waek

Youg € : 999 403 5.0' 1 01
-rm 2141- (7.96) 1465" (5.61) -2.21 ("'53 333 (R.36

rT .47 .50 -.01 .23

M:ddle aged 6 : 17 35 7.29 12.35 0.85
V -r 39 0,- (13.24) 8.61 (7.39) 9.28 (10.2 4 30 (2.69)
rT- .56 .19 .16 .28

Old C 2 11.3! 9.63 7.15 096
-m 6.16 (4.00) 9.92* (4.28) 9.06 (4,03) 3 591 (1.59

rm .26 .45 .48 .51

4 weeks

Young V 3 10.40 4.22 4 54 1.00
6TM 16.05- (7.07) I1 620 (4.94) 846 (6.46) 1.24 (1.94)
ru .39 .45 .32 .10

Middle aed o 2  17.64 7.56 9.67 0.84
IF.W 33.91- (11.28) 6.90 (6.30) 4.63 (8.02) 452 (241)
Fr .57 .18 .11 .35

Old 11.41 10.05 5.30 0.95
I*m 4.30 (3.00) 8.75 (3.49) 10.61 (3.391 2.48" (1.17)
rFm .23 .49 .82 .45

Note. z - General InteUirm VC - Vertal Comprehbefot VPT - Vatal Productive Thinking. AM - Asoave
Memory.
* Varuace of intelIeene factor.
'Covnamce of inteUien with tet memory (uandad error in Ptemhb ).
* Correlanon of inteulrnce with text memory.
Silp5icance leves for 1i: au - 0 dnotd as roUows; I p < .0.P .0. p < .001
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that age differences are present when subjects tionAl levels, or alternatively, that there is a
of low to medium verbal ability are examined small, relatively intact subpopulauon of able
and absent when subjects of high verbal elderly who show little decline in text memorN
ability are examined (Dixon, et al., in press; performance. Comparisons of such a select
Meyer & Rice, 1983; Taub, 1979). However, subpopulaion with young adult groups mjght,
the results of the present analysis suggest that well yield little age differences. Nevertheless
the potential contribution of ability factors the present results speak to the issue of the
to age-related differenes in text recall Per- generality of the results from the prenous
formance is more complex than previous extreme groups comparisons. For the abilit
reports might indicate, ranges studied here, the interaction effects do

First, it is apparent that abilities other than not suggest the elimination of the age diffe-
Verbal Comprehension are predictive of text ences at higher ability levels.
recall performance. In particular, the present The final complexity in ability-text men-
results suggest that general intelligence, Verbal ory relationship discovered in the prese::
Productive Thinking. and Associative Mem- study is the shift in patterns of wthin-goL;
or,, also correlate with individual differences correlations between text memory and inte:-
in text recall performance. In fact, the ability lectual ability factors across the three age
with the largest overall relationship with text groups. In the case of the young and middle-
memor performance in the single group aged adults, the largest correlations of text
analysis was g, not Verbal Comprehension. memory and ability factors occurred with g
Second, the present results show that age and Verbal Comprehension. However, in the
differences in text memory performance co- case of the old adults, the largest correlations
var- highly with age differences in intellectuaJ involved Verbal Productive Thinking. Verba:
abilities. The regression analyses indicated Comprehension, and Associative Memor
that age differences in text memory per-for- General intelligence is of little value in pre-
mance are drastically reduced, but not elim- dicting text recall performance in the elder!N
inated, when partialed for intellectual ability. Thus, with increasing age, text recall perfor-
Third. and perhaps most significantly, the mance is increasingly related to specific in-
present results do not support the notion that tellectual abilities including Verbal Productve
there is an Age X Verbal Comprehension in- Thinking and Associative Memory as weU as
teraction across the range of verbal abilities Verbal Comprehension.
such that age differences are progressivelh The reduced correlation between g an'd
reduced with higher ability level, as might be text memory performance in the old gpou
suggested b, the results cited above. If any- ; rather surprising. One of the constenty
thing. we found evidence for larger age dif- r..pbcated findings in the literature on adu!:
ferences at the highest Verbal Comprehension age differences in the factor structure of
levels present in our sample. The type of psychometric intelligence is that older popu-
interaction predicted by the previous work lations have a less-differentiated factor stru:-

ith extreme groups designs was only found ture than younger populations, usually mar.-
in the immediate recall condition for Verbal ifested in a higher correlation among prima.-'
Productive Thinking and Associative Mem. ability factors (e. altes, Cornelius, SpiL:.
ory. moreover, the small magnitude of the Nessietroade, & Willis. 1980; Cunningham.
interaction effects and the transenoe of the 1980). A developmental hypothesis that has
relationship with respect to delay interval derived from this pattern is that of reintegra-
suggests, at minimum, that such interactions tion or de-diferentiation of intelligence wt
should be interpreted conservatively, aging, such that individual differences in cog-

The present results need not be ved as nitive activity are determined less by specifi:
contradictory to previous findinp if we allow skills (as represented by the range of primay
for the fact that the population studied here intellectual abilities) and more by genera'
is a community population that apparently cognitive efficiency (Reinert, 1970). Some
contains small proportions of the extreme researchers (e.g., Birren, Woods, & Williams.
high ability/highly educated elderly. It may 1979) have drawn a parallel to other studies
well be the case that age differences are suggesting a general slowing of cognitive speod
smaller only at the highest ability or educa- with aging and have interpreted de-differen.
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tiation of intelligence as an indication of the evidence for such differences. For example,
predominant importance of central nervous Rice and Meyer (1983) found younger and
system integrity in determining individual middle-aged adults are more likely than older
differences in older populations. If this inter- adults to use a strategy that emphasized serial
pretation were taken to its logical extreme, retrieval of information based on an under-
we would predict that general intelligence standing of the paragraph structure of the
should have a higher correlation with text text. In contrast, older adults were more
recall performance in the elderly than in any likely than younger and middle-aged adults
other population, yet the pattern of effects in to rely on a simpler strategy that emphasized
this study is in the opposite direction. Ap- the identification of the main ideas of the
parently not all forms of cognitive activity text. To the extent that different intellectual
increase their correlation with g over the abilities support such different strategies, a
adult life span. changing pattern of correlations as a function

We should note, however, that text recall of age would be produced. In this instance,
did correlate significantly with the other three then, abilities are functioning as indirect
intelligence factors (which in turn were highly markers of strategy use.
intercorrelated). This pattern of effects might A second explanation of the shift in cor-
be taken to indicate that a second-order verbal relational patterns involves the concept of
intelligence factor, uncorrelated with g, cor- differential loss of abilities that relate to text
relates with text recall in the old group. This memory performance. From this perspective,
shift in correlations is provocative, but some most young persons would have sufficient
caution is in order given the relatively small semantic processing skills and memory for
sample sizes. Certainly replication of these words to perform adequately on text compre-
differences in larger samples would be a hension and recall tasks. Thus, individual
necessary part of any attempt to extend and differences in text memory performance
explain these findings. We note, however, that would not be predicted by individual differ-
Hultsch et aL (1976) found higher correlations ences in intellectual abilities. In older popu-
between psychometric tests of Associative lations, on the other hand, it is possible that
Memory and learning performance in an a subgroup of older persons would have suf-
older sample than in a young group of sub- fered a sufficient level of decline in their
jects. Although the experimental tasks were semantic processing skills to cause declines
not particularly comparable between the two in text rell performance, whereas other
studies, the similar shift in correlations lends older persons would have maintained their
additional validity to the present results. skills. Such a pattern would increase the

We are inclined to view the shift in corre- predictive value of individual differences in
lational pattern as a developmental phenom- associative memory and other semantic pro-
enon meriting further study. Howeve one cessing skills for text recall performance in
could also argue that the group differences the older groups because the range of individ-
might have been produced artifactually by ual differences in semantic processing skills
differential selection. For example, group dif- would include levels that would have an
ferences in text recall-intelligence corrdations adverse impact on performance on text recall
could be a function of group differences in tasks.
variables such as education. We found no This interpretation is consistent with find-
indication that educational differences ac- inp from the psychometric literature con-
count for the shift in correlational patterns, cerning the terminal decline phenomenon
but we cannot rule out other types of lection (Riegel & Riegel, 1972). It is well known
effects. that, on average, older persons are more likely

Assuming that the increased correlations to decline in primary abilities related to fluid
actually do reflect some type of develqmental intelligence, spatial visualization, or percep-
phenomenon, bow might it be characterized? tual speed, but are likely to maintain levels
Of the several possibilities, let us mention of crystallized inteUince, including numer-
two. The first is that the results may be a ical and veba abilities (see Horn & Donald-
function of age-related differences in strategies son, 1980). However, the literature on non-
used to process the texts. There is recent normative pathological decline prior to death
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shows that the decline does not spare verbal bood is predicted not only by Verbal Corn-
skills Indeed, the phenomenon of terminal prehension, but by multiple abilities; (b) that
decline is best identified by the fact that age differences in text memory performance
vocabulary and knowledge-oriented tests, overlap highly with ae differences in muluple
which normally remain relatively stable, de- intellectual abilities, although ability differ-
dine (e.g., Blum & Jarvik, 1974). From the ences do not fuly account for the age differ-
differential loss perspective, one would argue ences in text recall; (c) modest Age X Intel-
that declines in text recall performance are lectual ability interactions may exist, but the
relatively nonnormative, in the sense that pattern of Age X Ability interactions does no:
they cannot be expected for all (or perhaps suggest decreasing age diiferences in text recal
even a majority of) elderly individuals. Instead with increasing ability across the range of the
onlv some individuals in the older population ability distribution; and (d) that there are
exhibit a sufficiently large decline in semantic differences in the pattern of within-age-grouT
processing skills to adversely affect text recall intelligence-text recall performance corre!a-
performance. Such a phenomenon could ac- tions. The results may well be problemau:
count for (a) the shift in the correlational for a representation of text recall perfor'mance
panern of intelligence and text recall over declines as simply quantitative changes in a-
different age groups- (b) the inconsistency in otherwise qualitatively invariant cognitive
the literature of studies finding age differences process. They also suggest that cognitive ps'. -

in text memory performance, because finding chologists should carefully examine the se-
mean differences would depend on the relative mantic processing factors associated with tex:
proportion of the declining elderly subpopu- recall performance, keeping in mind tha:
lation sampled; and (c) the differential prob- accounting for individual differences in de-
ability of finding age differences in text mem- cline functions may be the criiucal feature
or among groups partitioned by high and needed to solve the problem.
lov. verbal ability.

Finally, some combination of these expla- References
nations is possible. For example, differential
decline may be the source of age-related BaJtes. P. B, Corneliu& S. W., Spiro. A IW. Nesseiroaci

.J IL. & Wdl4, S. L (1980J. lategmnoC vn. dffr-
differences in encoding or retrieval strategies. tato or flwd-crtallizad zntewhgenc- w old a
Such a possibility is consistent with recent DevIlopmmoa Ps)choiog . 16 625-635
findings reported b> Spilich (1983). He found Btrre. 3. E., Wood& A. M., & Williams, M V. (19'9,
eidence of poorer text performance in "nor- Speed of behavior as an ndicator of ag chlan r vo

axe itegnty of the nervous sym-m In F. Baumewx
maT" elderly compared to younger adults, .,. S , jo , t um IX Ba iuwte o )o n B aue.
but not qualitaive age differences in text (pp. 10-44). Hamburg: Sprine.
processing strategies. In contrast, he found Blum, J. L, & JarvikL L. F. (1974). Intelecual pefor.
eidence for such qualitative differences be- mnce of octolerians asa fuancUo ofr ducuo, soc

tween the "normal" elderly and memory- C ability. Hunan Delopme'u 17. 364-315
Cohen. G. (1979). Lanug cmpreben.iot in old ar-

impaired elde]>. Corrnrrve Psycholog>. 11. 412-429.
Thus, poor text recall performance in later Con J, & Cobet P. (1975). Applied multipleeg, ezc-

life may reflect two different phenomena that mdysu for the behavioral sciemcet H Ilsda e. N,
are hopelessly confounded in a cross-sectional Cr~k F.
design: First, low-ability subjects whose poor In J. E. wm .L. Scie Mds). i Na boo o'
text performance reflects the continuation of w prchaolog' ofqrtg (pp. 394.420). New York VaL
poor verbal skills over the life span, and Nowamd Remnhoil
second, low-ability subjects whose poor text Cunningham W. . (1978). Principles for mkdnufting
performance reflects a loss of verbal skills rur diaim Some methodolopl issues .

laed to mpawave factor analysis. Joujrai of Ge,
from previously higher levels. Clearly, a short- aolM 33. 12-6.
term longitudinal study examining chanps CusmaisMn w. L (1980). AV mriar factor
in intellectual abilities and text recall peform. a m o aoflty vwabla in adulthood and old age
ance in middle-aged and elderly adults would nlip, 4. 133-49.

Dixon IL A_, Huloch, D. F,, Simon. E. W., & van Evebe required to examine these possibilities. A - in. a ). Vabu n D iry ad wi t L ucie & -e

In summary, the present study clearly sug- c aduW iffe in Wit re L. Jow',,i ofr 1e,'
gests that (a) text recall performance in adult- L"MW and ew Behaw,or

F-16



TEXT RECALL IN ADULTHOOD 1209

Dixon, R. A., Simon. E_ W., Nowisk. C. A., & Hultsch, memory and aging Proceedings of the George A
D. F. (1982). Text recall in adulthood as a function of Tall-ad mtmoral conference Hillsdale. NJ: Erlbaum
level ofinformation, input modality, and delay interval. Reinert. G. (1970). Comparative factor analytic studies
Journal of Gerontology. 37. 358-364. of intelligence throughout the human life span. In

Ekstrom, R. B., French, J. W., Harman, H. H., & L. R. Goulet & P. B. Baltes (Eds.). Life-span de~elol-
Dermen. D. (1976). Manualfor kit offactor.referenced mtntal Ps.Khology Re:earh and theory (pp. 476-
cognitive tests. Princeton, NJ: Educational Testing 434). New York: Academic Press.
Service. Rime. G. E., & Meyer B. J. F. (1983, August). Prose

Gordon. S. K. & Clark, W. C. (1974). Application of recall. Effects of aging, verbal ability and read;.g
signal detecton theory to prose recall and recognition behavior. Paper presented at the meeting of the AmeT.
in elderly and young adults. Journal of Gerontology. ican Psychologcal Association, Anaheim. CA.
29. 64-72. Riegel, K. F., & RiLegel, R. M. (1972). Development.

Harker, J. 0., Hartley, I. T, & Walsh, D. A. (1982). drop, and death. Developmental Ps'rhology 6. 306-
Understanding discourw--a life-span approach. In 319.
B A. Huston (Ed.), Advances in reading/language Simon. E. W.. Dixon, R. A., No-ak, C. A., & Hultsch.
research (Vol. I. pp. 155-202). Greenwich, CN: JAI D. F. (1982). Orienting task effects on text recall in
Pra adulthood. Journal of Gerontlog,: 37. 575-580

Horn. J. L.. & Donaldson. G. (1980). Cognitive devel- Spilich. G. J. (1983). Life-span components of tett
opment 11: Adulthood development of human abilities. processing Structural and procedural changes. Jounaj
In Q G. Brim, Jr., & J. Kapin (Eds.), Constancy and of Verbal Learning and Verbal Behacvior 22. 231-'-.w
change in human developmenL A volume of review Taub, H. A. (1975). Mode of presentaton, agr. an.,
essays (pp 445-529). Cambridge, MA: Harvard Uni- short-term memory. Journal of Geronaolog). 30 56-
versiry Pres. 59.

Hultsch, D F., & Dixon. R. A. (1984). Text processing Taub, H. A. (1976). Method of presentation of meanne.;
in adulthood. In P. B. Bates & Q G. Brim, Jr. (Eds.). prose to young and old adults. Experimeal Ag:rg
Life-span development and behavior (Vol. 6, pp. 77- Research. 2. 469-474.
108). Ne, York: Academic Press. Taub, H. A. (1979). Comprehemsion and memon of

Hultsch. D. F.. Nesselroade. J. R., & Plemons. 1. K. prose materials by young and old adults. Experimen:,.
(1976). Learn-..abiiry rtlations um adulthood. Human Aging Research. S, 3-13.
Development. 19. 234-247. Taub, H. A., & Kline, G. E. (1978). R.ecall of prose as a

JIreskog. K. G. (1971). Simultaneous factor analysis in function of age and input modality. Joura of Ger.
several populations. Px)cho retrtka. 36 409-426. ontology 33. 725-730.

JOreskog. K. G., & S6rbom, D. (1979). Advances in Thuruane, T. G. (1962). Pimary mental abilities. Grade-
factor analyss and structural equation models. Cam- 9-12. 1962 reviion. Chicaig: Secnce Rescarch Asso-
bridge, MA: Abt ciates,

Keley. H. P. (1964). Memory abilities A factor analysis. Turner, A.. & Greene, E. (1978). The construction and
PsYchorneirc Monographs, No. 1I. use of a propositional text base. JS4S Catalogue of

KLntsch. W. (1974). The representation of meaning in Selected Documet,"ts in Psychology 8 58. (AbSutacu
memory Hillsdale. NJ: Eribaum. US. Bureau of the Census. (1977). Edwiona:al nmen:

Krauss. I. K. (1980). Between- and within-gpoup com- in the United States. March 1977 and 1976 Cur=-.
pairons in aging research. In L. W. Poon (Ed.). Aging P pation Reports. Senes P-20, No. 314.
in the 1980s Psychological isues (pp. 542-551). Vernon. P. E. (1979). Intelligence Ieredity and enr iron-
Wastung-n D C.: American Ps)cbo'k*oc A.ociauorL ment. San Francisco: W H. Freeman.

Meredith, W. (1964). Notes on factorial invariance. Psy- Zelinski, E. M.. Gilewski, M. J., & Thompson. L W
chomernka. 29. 177-185. (1980). Do laboratory tests relate to self-anessment of

Meyer. B. J. F., t Rice. G. E. (1981). Information memory ability in the young and old' In L. W Poon.
recalled from prose by young, middle and old adults. J. L. Fozard. L. S. Cermak, D. Arenbetg. & L. W
Expenmental Aging Research. 7. 253-268. Thompson (Eds.). ,*w directions in memory and a',g

Me.er, B. J. F. & Rice, G. E. (:983). Learning and Proceedings of the George A Talland memor:al confer.
memory from text wroai the adult life span. In 1. ence (pp. 519-544). HiU.sdale, NJ: Eribaum.
Fine & R. Q Freedle (Eds.), Developmental studies in
discourse (pp. 291-306). Norwood. NJ: Albex.

Poonm L. W., Fazarid J. L, Ceirmak. L S, Ar-ag.L D., Received November 30, 1982
& Thompion. L W (E4.). '1960). Afw dir etian in Revsion received October 18, 1983 9

F-17



DISTRIBUTION LIST

Office of Naval Research (Code 222)
Defense Technical Information Center (r)TIC) (2)

qm n nmunn u mu i~ n nln l ~ ~ NN


